
AGARD-R-76 I

'0

DTIC
AtELECTE

AGARD REPORT No.7S a C 1198

Special Course bD
on

Aerothermodynarnics of
H-ypersonic Vehicles

DISTRIBUTION AND AVAILABILITY
T. A - ON BACK COVER

~>' :189 10 11038



AGARD-R-76 I

NORTH ATLANTIC TREATY ORGANIZATION

ADVISORY GROUP FOR AEROSPACE RESEARCH AND DEVELOPMENT

(ORGANISATION DU TRA]TE DE L'ATLANTIQUE NORD)

AGARD Report No.761

SPECIAL COURSE

ON

AEROTHERMODYNAMICS OF HYPERSONIC VEHICLES

The material assembled in this book was prepared under the combined sponsorship of the Fluid
Dynamics Panel the von Kannan Institute and the Consultant and Exchange Programme of AGARD and
was presented as an AGARD Special Course at the von Kirnuin Institute, Rhode-Saint-Genese, Belgium

on 30 May-3 June 1988 AIAppromad for Public r'etma1btlud1.jndo



THE MISSION OF AGARD

According to its Charter, the mission of AGARD is to bring together the leading personalities of the NATO nations in
the fields of science and technology relating to aerospace for the following purposes:

- Recommending effective ways for the member nations to use their research and development capabilities for the
common benefit of the NATO community;

- Providing scientific and technical advice and assistance to the Military Committee in the field of aerospace research
and development (with particular regard to its military application);

- Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence posture;

- Improving the co-operation ansong member nations in aerospace research and development;

- Exchange of scientific and technical information;

- Providing assistance to member nations for the purpose of increasing their scientific and technical potential;

- Rendering scientific and technical assistance, as requested, to other NATO bodies and to member nations in
connection with research and development problems in the aerospace field.

The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior
representatives from each member nation. The mission of AGARD is carried out through the Panels which are composed of
experts appointed by the National Delegates, the Consultant and Exchange Programme and the Aerospace Applications
Studies Programme. The re ,flts .,f AGARD work are reported to the member nations and the NATO Authorities through
the AGARD series of publications of which this is one.

Participation in AGARD activities is by invitation only and is normally limited to citizens of the NATO nations.

The content of this publication has been reproduced
directly from material supplied by AGARD or the authors.

Published June 1989

Copyright 0 AGARD 1989
All Rights Reserved

ISBN 92-835-0515-8

H
Printed by Specialsed Printing Sertices Limited
40 Chtogwell Lane, Loughton, Essex 1G10 37Z

It1



PREFACE

With new ventures in the hypersonic domain moving forward on both sides of the Atlantic - HERMES in Europe and
the X-30 in the United States - it seemed timely to bring together researchers and engineers working in this field, as well as
newcomers, for the purpose of presenting an up-to-date summary on continuum hypersonic flows with heat transfer.

Following a review of basic principles including real gas effects, a series of lectures were presented on experimental and
computational methods specific to hypersonic flows. In other words, stress was placed on measurement techniques
developed primarily for flows with heat transfer, chemical reactions, strong shocks, compressible boundary layers, etc. Both
surface measurements and flow field measurements, including species concentration techniques, were discussed. The same
spirit governed the lecture on computat., nal methods: stress was placed on the new problems in CFD posed by high speeds
and chemical reactions. The course finished with state-of-the-art reviews on three critical flow problems: transition flow
problems: transition to turbulence, interactions between shocks and boundary layers, and shock/shock impingement.

The presentations and papers were characterized by an unusually high level in terms of both clarity and quality; this
ensures that the present volume will serve as useful reference for some years to come. I use this occasion to express once
again my sincere thanks to all the lecturers.

Thanks are extended also to the lecturers' organizations: the Wrigfit Aeronautical Laboratories, USAF; the University
of Maryland's College of Engineering; Complere Inc.; Calspan Corp.; the DFVLR-Gdttingen; and both ONERA-Chalais
Meudon and ONERA-CERT. Without the willingness of these organizations to allow the lecturers sufficient time to prepare
their material, these courses could not be offered.

This Special Course was co-sponsored by the AGARI) Fluid Dynamics Panel and the von KirsnAn Institute for Fluid
Dynamucs; it was implemented by the von Karman Institute.

John F. WENDT,
Special Course Director

Vu le rythme d'avancement des nouveaux projets entrepris dans le domaine de l'hypersonique des deux c6tis de
l'Atlantique, cest i dire Ie projet HERMES en France et le projet X-30 suit Etats-Unis, il a paru opportun de riunir let
chercheurs et les inginieurs travaillant dana ce domaine, sinai que d'autrea personnes qui ddcouvrent cc sujer. dana he but de
presenter une revue des connaissances dana le domaine des ecoulements hypersoniques en rigimte continu avec transfert
thermique.

ILe Cours a commenci par un rappel des principes de base, et entre autres les effets du gsz riel, suivi d'unc s~ric de
confirences sur lea mithodes exp~rimentales et les methodes de calcul speesfiques aux 6coulements hypersoniques. En
d'autres termes, l'accent A etc mis sur les techniques de mesure ddveloppdes principalement pour lea 6coulements avec
transfert thermique, lea reactions chimiques, lea chocs forts, les couches limites compressibles etc.. Lea &~bats ont porte sur
lea mesures de surface ainsi que sur lea meaures du champ d'~coulement, y compris lea techniques de concentration des
espices. Le m6me esprit a pr~sidi la confidrence sur lea methodes de calcul: cette fois, ['accent a eti mis sur lea nouveaux
probl~mes poses dana le domaine du calcul en dynamique des fluides par lea vitesses elevees et lea reactions chimiques. Le
cours s'est termin6 par des revues de 1 6tat de l'art concernant trois problemes critiques de l'icoulement: Ia transition 4 Is
turbulence, lea interactions entre lea chocs et lea couches limites et lea contacts choc/choc.

Lea presentations et lea communications ont it caracterisees par un niveau exceptionnel de clart6 et de qualit6, et II
a ensuit que Ie pr~sient volume servira d'ouvrage de r~firence dans ce domaine pour des annies i venir. Je saisis l'occasion
pour exprimer une nouvelle fois mes remnerciements tr~s sincirea A tout lea conferenciers.

Nos remerciements sont egalement diia aux organisations dont depenident lea diffirents intervenanta: lea Wright
Aeronautical Laboratories, USAF; I'University of Maryland College of Engineering. Complere Inc., Calspan Corp.,
DFVLR-Gdttingen, l'ONERA Chalais Meudon et l'ONERA-CERT. Sans Is cooperation des ces organismes. qui ont bien
voulu iberer lea confirenciers le tempt nicessaire pour Is priparation des confirences, ces cours n'auraient pas pu avoir
lieu.0

01
Cc cours special a 6t preisenti par lInstitut von Kirmin. sous '6gide conjoint du Panel AGARD de Is Dynamique des______

fluides et linstitut von Kirinn. _____

D1 st r Ibut iorn/. -....
John F. WENDT Availability Coe J
Directeur de Cours Sp~cial ~ 1ado
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MisSions and Requirements
by

Richard D. Neumann
Technical Manager for Aerothermodynamice
Air Force Wright Aeronautical Laboratories

Wright-Patterson Air Force Base, Ohio 45433 USA

Hypersonic Systems

The hypersonic domain is a large and poorly defined regime in which many potential
systems can operate. These systems can vary widely from one another in both
characteristics and required technologies for their implementation. In the United States
there are at least five points of focus in hypersonics, each with a distinctive product
and each pursuing that technology necessary to develop the product. These five study
areas are (1) the study of lifting entry from low Earth orbits; (2) the study of
efficient return from high energy orbits, the so called AOTV focus. (3) the study of
ballistic entry. (4) the study of ballistic defense and (5) the study of entry into the
atmospheres of other planetary bodies. Beyond these major catagories, there are many sub-
catagories including the design of hypervelocity munitions and the study of hypervelocity
anti-aircraft techniques. While this lecture will center on the evaluation of lifting.
orbital entry from low Earth orbit, the point to be made is that this selected class of
vehicles defines only one class of technologies; others are equally important to those
who define hypersonic systems differently.

The hypersonic envelope is poorly defined. It starts at a Mach number like 5 and extends
to a Mach number or velocity as high as need, the imagination and technology will allow.
Likewise the envelope starts at the extent of the sensible atmosphere (a debatable
dimension within the engineering connotation) and extends downward to the surface of a
planet (normally but not exclusively Earth). Within that broadly defined environment the
vehicle scale and angle of attack are important modifiers in the characteristics of
hypersonic systems.

Operating angle of attack defines the fundamental relationships between the level of
pressure drag and viscous drag forces; a significant parameter in understanding the
complexity of the methodologies employed in the development process for such
configurations. This relationship is modified by scale of the configuration. Angle of
attack also impacts the relative importance of real gas effects on both the aerodynamics
and materials aspects of the configuration. This lecture will concentrate on the
requirements implicit in the design of lifting hypersonic systems as the operating angle
of attack and the scale of these systems are systematically varied.

There are several fundamentally different hypersonic systems which operate as entry
vehicles with increasing Aerodynamic efficiency. They are (1) the ballistic systems
employed by the Department of Defense (separated from the ballistic capsules of years ago
by their performance characteristics); (2) maneuvering re-entry vehicles; (3) low L/D
lifting systems (separated from high L/D lifting systems by the relationship between
pressure and viscous forces); (4) high L/D lifting systems which are viscous dominated
systems and (5) Aerodynamic orbit transfer vehicles, AOTV's. Each of these has different
developmental problems and a different technological base.

Ballistic systems, in general, are dominated by turbulent flow and a high degree of
interaction between the imposed heating and materials response. They ablate' Although
they are generally geometrically simple configurations, three dimensional effects are
strong. Scale is small and the demand for autonomous accuracy is high requiring a
substantial knowledge base be established In the development cycle.

Maneuvering reentry vehicles integrate the features of a ballistic system with the
maneuverability of a lifting body. Maneuvering is employed for both terminal evasion and
as a means of improving overall system accuracy. Terminal evasion may be required to
enhance penetration against a potential adversary while system accuracy can be improved
by performing navigation updates, either prior to or during reentry, and then maneuvering
to correct for trajectory errors experienced during the earlier flight phase. See Harris,
1980.

Low L/D lifting systems have flown extensively and many of their technological problems
have been evaluated and documented. Figure 1 demonstrates an Air Force low L/D vehicle,
the SVS-D, which flew as a research project in the mid 1960's. Both the Gemini and the
Apollo, seemingly ballistic shapes, as well as the Rockwell Space Shuttle are examples of
such low L/D lifting entry systems. See Lukasiewicz, 1973. These systems are dominated by
a small contribution of viscous effects on the aerodynamics and aerodynamic heating of
the vehicle. A direct result of being pressure dominated is that developmental tests can.
for the most part, be conducted in 'representative' hypersonic wind tunnels without the
need for more exact duplication of flight characteristics.

Since the L/D of a system is directly related to the angle of attack of the
configuration, low l/D shapes operate at higher angles of attack. The Rockwell Space
Shuttle operates at 40 degrees angle of attack. At these high angles of attack and at
the velocities of orbital entry, chemical activity within the local flow field is created
by the large blunt nose of the configuration and sustained by the lower surface of that
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class of configurations. Chemical effects can therefore be generally important on this
class of configurations.

Hypersonic systems within the Air Force and NASA tend to be different because the design

criteria stress different features. In broad terms, Air Force systems fly in regions of

the atmosphere where it is difficult to operate and not necessarily where operating

efficiencies are the highest nor of primary importance. This is also true for combat

aircraft where the goal often is to maneuver decisively at transonic conditions. it is

true for ballistic missile systems where the goal is to re-enter the atmosphere with an

extremely low drag body which will decelerate at very low altitudes and it is true of

hypersonic lifting entry systems which, for operational reasons, may stress aerodynamic

efficiency during the entry process. The Air Force is driven by a different set of design

criteria. In many cases this changes the design process somewhat. What may be a deaign

goal for a conceptual NASA system (perhaps minimizing the aerodynamic heating) could
become only a design constraint in an Air Force system (maximizing aerodynamic

performance of a system design within the limits of available materials).

High L/D lifting systems operate at still lower angles of attack and are thus dominated

by viscous contributions to the overall drag which is equal to or higher than the

corresponding pressure contributions. As a result, developmental wind tunnel testing

requires a higher degree of flight simulation. Parameters relating the Mach number and

Reynolds number of flow, the so called *V BAR parameters'. must be simulated in testing

rather than to merely generate 'representative' hypersonic data defined through Mach

number independence. The importance of viscous effects in the observed aerodynamics and

aerothermodynamics of the vehicle add a new complexity to the design process of such a

configuration. This complexity is balanced by the ability to fly more efficiently within

the atmosphere and/or achieve higher cross range during atmospheric entry. The
importance of chemical activity within the local flow field for such configurations is

far more problematical. High L/D configurations demand very small blunt nose shapes in
order to reduce the drag and thus generate the required aerodynamic characteristics. The

result is that the amount of high energy, chemically active flow processed is very small

and the degree of chemical activity generated in the nose region cannot be sustained by

the very low angle of attack compression surfaces of the configuration. Figures 2 and 3
indicate designs of hypersonic high L/D vehicles. The configuration in figure 3 is the
Boost Glide vehicle, BGV. which was studied within the Flight Dynamics Laboratory.

Aerodynamic Orbit Transfer Vehicles. (AOTV's) operate in a confined velocity range

bounded by the orbital velocities of the initial state (normally a high energy stationary

orbit) and a low energy, low Earth orbit. For the most part, these AOTV configurations
are low L/D configurations with substantial chemical activity and that chemical activity
consists both of chemical dissociation (indicative of orbital entry conditions but with

the added complexity of Nitrogen dissociation) and ionization which is indicative of
higher temperature reactions at velocities in excess of those for low Earth orbit.

Examples of such systems are shown in figures 4 and 5.

This cursory overview of hypersonic systems which present different developmental issues

is intended to lead the reader to an appreciation of the complexity and diversity of

hypersonics in the late 1980's. It has also introduced several terms and concepts which

will be expanded upon later in this set of notes.

The only overriding aerothermodynamic requirement associated with the design of
hypersonic systems is to contribute to a design that will sustain itself in the

environment for a stated period of time and for stated cycles of that time and which will

accomplish the flight objectives of the mission efficiently and at reasonable cost.
Overall, the requirement is to support the goal with the means; the flight vehicle. From

the standpoint of systems design this requirement implies participation in establishing

mission goals for the proposed system's aerothermodynamic reliability and historical

performance. From the standpoint of development,this requires an artful Ulending of
classical engineering and numerical simulations; the old and the new hypersonics. to

understand the heating imposed on the configuration and the dissipation of that heating
through the thermal protection system and structure of the vehicle. From the standpoint
of integration, this requires the management of error and uncertainty in the application

of this less than perfect and less than complete developmental data to achieve the

system's goals and lifetimes.

Above all, these aerothermal requirements require thoughtful application of a wide

spectrum of engineering tools as TOOLS being careful that the whims of today's technology
do not drive the development process and being mindful of the serious implications of

cost as a driving force within the development process.

The features which are implicit in the design of a lifttng entry vehicle with variable

aerodynamic potential were summarized by Wake. 1987 in a figure entitled ... 'The
Infernal Triangle'. Figure 6 is a reproduction of that figure from her paper. The basis

of the figure is the inherent relationship between the angle of attack of the
configuration and its performance which is stated as croesrange during the re-entry

process. The figure further indicates the characteristics of the vehicle that flow from
the choice of aerodynamic performance; the stated goals of the vehicle concept.
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Tatese characteristics include the amount of aerodynamic heating both in terms of the rate
of surface heating and to total integrated heating load into the thermal protection
system: the contribution of viscous phenomena whic are directly related to the angle of
attack of the vehicle and the amount of real gas phenomena which is related to the degree
of bluntness of the vehicle and the angle of attack of the vehicle. There is an added
dimension to this figure by Wake, the wing loading, which modifies all of these effects
and which may challenge the type of thermal protection system selected and the amount of
nayload carryable on the vehicle.

The design problem is to balance all of these factors and produce a viable means tc
attain the goals set forth to guide the design of the configuration.

Once the Peak Heating Has Passed ...

Although there is a mathematically defined peak in the aerodynamic heating during re-
entry, that peak is defined by a very restrictive *model' of the entry process; an
equilibrium glide trajectory. The problem is that the simplifying assumptions underlying
and implied in that model have been, somehow, forgotten by those who use it. While it is
true that aerodyamic heating is maximized at high velocities, the assumptions that
underly that statement must also be respected. These assumptions are that ...

1. That the configuration is on an equilibrium glide trajectory
2. The state of the boundary layer does not change
3. The trajectory parameter. W/CLA, remains constant which,

in turn, implies that the angle of attack is constant.

The risk in focusing on one, single trajectory design point at which heating is maximized
is that all other points are assumed relatively free of aerodynamic heating concerns.
The thought process can extend that statement to include ... once the peak heating has
passed I can drop the vehicle nose and maximize aerodynamic performance at lower
velocities. The risk here is in exposing regions of the vehicle to flows that were
aerodynamically shielded and thus of no design consequence at higher angles of attack and
violating the model limitations since lift coefficient changes. The aerothermodynamic
requirement requires an appreciation of all design points that may affect the sizing of
the thermal protection system. There are three. The equilibrium glide design point, the
design point defined by the initiat altitude 'bucket' as the vehicle aerodynamics counter
the effects of de-orbit retro-thrust which initiates re-entry and a potential point later
in the re-entry process if the equilibrium glide parameter (W/CLA) is substantially
changed.

Maximizing the lift during entry minimizes the initial entry *bucket' in the transition
from the initial de-orbit burn to the establishment of an equilibrium glide. The depth
of this bu-ket. shown in figure 7, is directly a function of the glide parameter and more
particularly the angle of attack of the vehicle. This is aerothermodynamic design point
number 1. Once a stable, equilibrium glide is established in the atmosphere, the level of
heating to most points on the vehicle is also minimized. Finally, entry at high angle of
attack shields the sensitive or complex upper body regions of the vehicle against
aerodynamic heating.

Experience with the Rockwell Space Shuttle demonstrated that focusing attention to the
velocity of peak heating created an inordinate focus on conditions at 20,000 feet per
second while minimizing concerns at far lower velocities where the angle of attack of the
vehicle had been sigiificantly changed to achieve glide ranges. Those effects effects at
lower velocities were characterized by a complex flow interaction between the fuselage
and wing which created a vortex along the fuselage. This vortex impinged on the orbital
maneuvering system (OMS) pods as the vehicle angle of attack decreased as shown in figure
8. The increased heating caused by this angle of attack sensitive interaction
overpowered the decrease in heating due to reduced velocity creating another and third
aerothermodynamic design point.

It must be emphasized again that aerodynamic heating is always potentially dangerous. The
danger is in relation to the materials system selected to contain it. There is not one
single peak heating point but several, as described, and each of these points must be
considered in the initial design of the configuration.

One of the major problems in defining developmental aerothermodynamic requirements for a
new configuiation is that of over-generalization. It is far too easy to generalize the
success of a given configuration, such as the Rockwell Space Shuttle, to possible success
with any arbitrary lifting entry configuration. Saying this somewhat differently, it is
too easy and not correct to assume that the problems observed on the Rockwell Space
Shuttle will generally be characteristic of all lifting entry configurations. Both of
these forms of over-generalization need to be defended against by an understanding, in
depth, of the cause and effect relationships implicit in specific phenomena on lifting
entry configurations.

The Rockwell Space Shuttle was, for the most part,. successfully tested on the ground with
ground test data which was extrapolated to flight conditions. Is thin, problem generally
solved

9
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Not only was the Rockwell developed Space Shuttle successfully tested on the ground but
this testing was almost exclusively accomplished in lower Mach number test facilities
with Mach numbers less than 10. If we look carefully at this configuration it becomes
clear that the high angle of attack performance of this configuration was dominated by
the nose bluntness of the vehicle. This bluntness generated a lower surface Mach number
that was barely supersonic. There were few modifications apparent due to viscous
phenomena as it affected the aerothermodynamics of the vehicle. The paper by Griffith and
Maus, 1983, indicates some effects on the aerodynamic center of pressure location as
shown in figure Q. This figure demonstrates the insensitivity of the configuration to
typical hypersonic data at Mach 8 for high angle of attack flight as well as the presence
of real gas phenomena in that could not be modelled with existing ground test facilities.
The Shuttle was a pressure dominated vehicle that could be evaluated using typical
hypersonic test facilities having a hypersonic Mach number; Mach 8 for instance.

This figure is particular to THAT SPACE SHUTTLE. Even so, the figure indicates a
sensitivity to Mach number effects as the Shuttle angle of attack was reduced to improve
its aerodynamic performance. The large increment present in aerodynamic center of
pressure shift shown in this figure is an artifact of the extreme bluntness of that
particular configuration and not a general feature of all hypersonic configurations. It
is important that those using figures such as this understand the cause and effect
relationships that produce such curves and do not attribute such phenomena to generalized
hypersonic configurations.

Viscous flow effects in particular, if substantially present on the configuration, will
modify the aerothermodynamic flow phenomena and must be evaluated over a spectrum of test
conditions covering the anticipated viscous parameters. This requirement presents a new
degree of freedom to the design engineer. It complicates the testing process over and
above what was required on the Rockwell shape. More data or smarter testing will be
required at a variety of test points and not just at representative hypersonic test
points. Open to question are the need for new test facilities to support these
generalized hypersonic configurations and more complex analysis techniques to transpose
the test data to flight conditions.

Griffith and Maus, 1983, demonstrated that irrespective of the quality of experimental
data taken in ground test facilities, there is an indespensible intermediate step
required to apply that test data to a flight problem. That step is an extrapolation step
which in the 1980's is accomplished through the use of computer simulations. The
question posed is then ... if no data is fully satisfactory and in any case computer
simulations are required, what is the extent and quality of experimental data required as
the base with which to enter these simulations and what is the relationship between test
complexity and cost and simulation complexity and cost7

It is at this point that there is a separation of those who are basically
experimentalists and those who are basically numeriscists. The responses received to
that question will range from ... very little data to ... a complete duplication of the
numerical database. Of course the answer that will be given by any individual or group
will be colored by corporate experience with numerics but let us try and develop some
general strategy to approach the answer to that question which will generate sufficient
developmental data to efficiently complete the design. Consider two premises as
guidelines for discussing the relationship between numerics and experimentation in the
aerothermodynamic design of arbitrary hypersonic lifting entry systems,

PREMISE 1. Experimental data must be sufficient to yield accurate trend data in each
physical phenomena pertinent to the configuration under study.

The computer simulations based on the Navier Stokes codes have been presented to us as
'exact solutions' to that equation set. In fact, these equations are not exact but
highly accurate models of nature. The Navier Stokes equations themme lves are only models
of physical phenomena although excellent models within their domain of applicability.
Both the process of developing finite differencing techniques for these equations and the
process of modeling the physical phenomena which are described in principle by the
aquation set introduce the concept of modeling into the equations and reduce the argument
that the approach is exact. The obvious model always pointed to by the numeriscist is the
infamous TURBULENCE MODEL that can always be counted on to explain the gap between
computation and expectation but there are many more such models. The point is that even
though the number may vary with a particular formulation, each model needs to be
exercised against 'data'. This can only be accomplished in wind tunnel facilities.

PREMISE 2: Not all models can be exercised in wind tunnels. For the cases where this is
true, the problem must be bounded with sensitivities defined and fundamental studies
initiated where the sensitivities dictate.

Wind tunnels, for the most part, operate in perfect gas regimes but flight vehicles
operate in a general reacting gas regime. Data taken on the ground may never exercise the
thermodynamic, transport and reaction rate models implicit In the codes and yet these
data and codes must be applied.
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Techniques are required to challenge the codes wherever possible and, in addition,
fundamental research activities are required to validate and improve those difficult
models but at the base of it all, there is required engineering attention to the
management of these possible error sources in the design process.

The Mutual Application of Experimental Test
Facilities and Numerical Simulations

Griffith and Maus, 1983. described a new equilibrium between the competing tools of wind
tunnel experimentation and numerical simulation in the development of new hypersonic
configurations. There had always existed an understanding that ground test data required
some extrapolation technique to be appropriate to flight conditions but the work of
Griffith and Maus indicated that experimental data could be substantially modified
through the use of numerical techniques ... even those data which were inadequate in the
full understanding of the flight vehicle. More interesting yet, Griffith and Maus
demonstrated that numerical techniques ... even those incompletely developed and only
partially useful in the study could be used as TOOLS by engineers who were skilled. It
was an exciting paper for what it said and what it implied.

In a sense the development of all hypersonic designs has followed the general path
presented by Griffith and Maus. The Rockwell Space Shuttle followed this developmental
philosophy as shown in figure 10. Being developed essentially in the pre-computational
age, the Space Shuttle mixed the aralytical closed form solutions available in the
literature for flat plates, cones and spheres together with an extensive wind tunnel
program which defined the differences between the elemental closed form solutions and the
experimental data on the actual configuration as correction factors. It was the
elementary solutions which were computed at flight conditions together with the
correction factors which were assumed equal to their wind tunnel values in the flight
application.

Adams. 1975. extended the fidel.ty oi the numerical model by approximating the lower
surface of the Shuttle as an axisyimetric hyperboloid and evaluating the flowfield about
that computable shape. See figure 11. Again, this solution was compared with
experimental data. This technique also allowed a first evaluation of equilibri*,m real
gas and reacting gas effects by reducing the complexity of the Shuttle forebody to a more
simple but representative axisyr etric shape.

Based on early developmental work by Cooke, 1961 in the United Kingdom, DeJarnette, 1971,
developed an axisymmetric analogue technique that transforms the flow about a three
dimensional shape into the corresponding flow about an axisymmetric, conic shape for
purposes of computation simplicity. This process is schematically shown in figure 12.
This technology has been exploited over many years for a variety of three dimensional
configurations. While this technique letter models the flow about complex shapes than did
previous techniques, it still contains much empiricism which is open to questions and
criticism.

The next series of improvements to the numerical modeling came during the later stages of
the Shuttle project as Euler and Navier Stokes based computer codes were applied to the
Shuttle and later to a series of other configurations. Griffith and Maus. 1983. worked
with this current generation of numerical capabilities which even better modelled the
exact configuration. Their paper compared wind tunnel data with both viscous (Navier
Stokes based) and inviscid (Euler based) flowfield codes which were applied to pseudo
configurations of the Space Shuttle thereby overcoming the limitations of the codes. In a
real sense they were using this advanced technology as engineering tools wherein much of
the skill and craftsmanship resides with the user.

Today we continue thi process by which increasingly sophisticated numerical models are
applied together with wind tunnel data and we continue to ask the basic question ... what
is the proper equilibrium between the two in the developmental process?

There is today a strong school of thought that proposes the numerical approach as a
'numerical wind tunnel' which will somehow replace the traditional function of
experimental test facilities with numerical techniques. This school believes that the
only limiting factor is the size of computers available to us. With sufficiently large
computers, they argue, we could produce acceptable numerical simulations of new vehicles.
To them, the wind tunnel component in this new equilibrium is very small consisting in an
ocasxional *validation check' against the numerics.

It is my belief that both components are necessary. Both numerics and experimentation
need each other and the engineering of hypersonic configurations requires a healthy
tension between the two. While there is no doubt that experimentation will change in
response to newer numerical techniques, that change appears to be in the direction of
more sophisticated testing techniques and data capabilities rather than lese testing.
This point will be discussed in greater depth in a later section of these notes.

Numerical Surprises from Experimental Studies

In 1Q75 Chapman and others wrote an article *Computers vs Wind Tunnels for Aerodynamic
Flow Simulations'. The premise of the article was that *.. the remarkable advances In
computer capability offer considerable promise for obtaining aerodynamic flow simulations
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efficiently from methods quite independent of traditional winl tunnel testing'. Apart
from the material presented in this article, the truth is that the only 'simulator' of
aerodynamic flow is the computer. The wind tunnel doesn't need to simulate what is the
*real thing'.

There are two examples I'd like to present in which the experimentation was extremely
,aluable ii illuminating flow features which were computed. Both examples are from the
Soviet lierature; the first is a computation of leading edge flows on a cranked %.ng
configuration and the second is an experimental simulation of axisymmetric flow over an
isentropic compression surface.

Figure 13 indicates both experimental and numerical data over a cranked wing shape. This
study, conducted by Borovoy. 1983, was run at several Mach numbers including a very high
Mach number run at Mach 15.5. The experimentation and numerical computations agreed at
the lower Mach numbers but were in gross disagreement at Mach 15.5. The reason offered
by Borovoy for the high Mach number disagreement was the inappropriate forebody
computation which defined the flow field impinging on .he main wing structure. The
forebody flow was inappropriate in that an inviscid computation was generated which
ignored the presence of the rather sizable boundary layer that grows in significance with
Macn number. Ignoring the boundary layer caused the shock wave to lay closer to the
strake portion of the wing and this, in turn, caused the strake/wing interaction to occur
in the curved part of the configuration rather than further out on the wing. As a
result, the numerical computations were grossly different than the corresponding
experimental data.

Figure 14 indicates the heat transfer distributions about an axisymmetric, isentropic
cone surface tested at Mach 5 in a conventional wind tunnel facility. The heating
patterns shown are due to striation heating, which is a phenomena reported in technical
literature over many years. The open symbols are data taken in a laminar boundary layer
and the corresponding closed symbols are data taken with the flow tripped turbulent. The
instrumentation used was *thermal indicator coatings'. In this case rhere are no
corresponding numerical data proven inadequate but it is clear that no similar numerical
studLis could be generated with existing computers to demonstrate this phenomenon. This
is an excellent example of the limitations of the numerical techniques with regard to
modeling. Limited because such phenomena as this striation heating is not modeled in the
cgdis and limited because even if it were. the frequency of the oscilations is so high
that present day computers would be inadequate to represent it with either Parabolized
Ravier Stokes or full Navier Stokes models.

There is information to gain from experimental facilities: information of value in
Judging the adequacy of numerical simulations. Conversely. numerical simulations using
even 'exact formulations' can never obtain '...aerodynamic flow simulations ... from
methods QUITE INDEPENDENT of traditional wind tunnels...'. Numerical simulations are, in
all cases, limited by the modeling given to them by experimentation.

Relatihg the 'New' and the 'Old' Hypersonics

In 1984 Dr. Anderscn presented an excellent, provocative review of 'then' and 'now' in
hypersonics. It appears that his paper would somehcw be diminished if it were not kept
alive by stirring discussion and debate. It is in this spirit of lively discussion that
I would like to discuss several aspects of Dr. Anderson's paper as it applies to this
subject.

Condensing down the discussion to the basic point I wish to make. it appears that, in
many respects. the 'new' hypersonics with its emphasis on computations should not be
construed as a replacement for the 'old' fypersonics with its emphasis on classical
analysis and wind tunnel experimentation. The new hypersonics is far more identifyable as
a more controlled manner of conducting point experiments than an overall approach to
engineering develop at.

The weakness of the old hypersonics was a fundamental inability to model the geometrical
and physical complexities of hypersonic flow situations and to obtain, from that
modeling, a usable solution. The corresponding strength of the old hypersonics was that
every trend relationship that we understand today in hypersonics was developed there.
The concept of viscous interaction and the simplistic parameters that govern its
variation through flight (equations 9 and 14 of Anderson's paper), the thickness of the
laainar boundary layer (equation 3) and even the relationship between compressible and
incompressible flow through reference temperature procedures (equation 15). The old
hypersonics gave us the whole picture even though not in clear focus.

Enter the new hypersonics of the 1980's * ... dominated by computational fluid
dynamics...' with capabilities far improved '... the strength of the new hypersonics is
the ability to tackle enormously complex hypersonic flows...' (ignoring for the moment
questions regarding accuracy and appropriateness of such computations). Its corresponding
weakness is the inability to create trend relationships. With the new hypersonics we get
a potentially crisp focus on detailed features of the picture but we can't understand
what it represents in overall features. Because of this, the two developments are not
related in a seq-ential manner but both represent complementary elements of something
even more fundamental.



1-7

We have gone through (and continue to go through ) an infatuation with numerics. We have
been saturated by the most amazing technical resuts - one after the other - and just
when we had seen it all ... COLOR GRAPHICS, S tics and movies and even 3-D. Dazzling
stuff that has ... revolutionized the way we analyze aerodynamic flows...'. That's both
good and bad. For all the beauty of color graphics and for all of the wealth of
technical detail in all the presentations of CFD how many times have you used it as if it
were data

9  
How do you know it is right' How do you tell if it is right9 How do you

assemble composites of these incredibly detailed solutions to present a meaningful data
trend?

We're starting to believe these results without question, to use them as an end in
themselves and what's worse, we're training an age of engineers who cannot remember the
old hypersonics which just happens to be the key toward validating the numerics and
rationally applying that same numerics in a design environment.

This numerics of the new hypersonics has destroyed our appreciation of trends which are
the cornerstone of the old hypersonics. This loss of appreciation of trends is a loss of
perspective that not only threatens the design of vehicles but, on an even more basic
plane, destroys our ability to critically evaluate the techniques of the new hypersonics.

The codes are NOT an end in themselves that should characterize the 'new hypersonics'.
They represent engineering tools; tools that require engineering judgement to use and
critical appraisal to understand. Hypersonics must be dominated by an increased
understanding of fluid mechanic reality and an appreciation of the difference between
that reality and the modeling of that reality. CFD represents the framework for that
modeling study and experiments represent the technique for introducing physical reality
into the modeling process. Finally, classical analytical theory and the trend information
produced by theory gives us the direction with which to assemble the point data from
these numerical solutions in an efficient and meaningful way to produce understanding.

I'd like to take several items from Dr. Anderson's paper and discuss them in somewhat
greater detail and with a somewhat different point of view. The first item appears on
pages 8 and 9 and states that ... 'If the shock layer over a hypersonic vehicle is
computed from an accurate viscous flow technique, say by the numerical solution of the
Navier-Stokes eoluations. then viscous interaction effects are automatically and properly
accounted for -- they come out as a part of the solution'. Because the satisfaction of
aercthermodynamLc requirements for the development of hypersonic vehicles requires the
design engineer to deal with advanced computer programs including those based on the
Navier Stokes model cf flow, understanding this statement is extremely important within
the design context.

The use of an 'accurate viscous flow technique , such as the Navier Stokes MODEL of flow,
does not in itself assu.re that the computed answers derived from that technique will be
accuraze. All that is assured is that the equation set which is the basis of the
computation is a reasonably good model of fluid reality; a model that must be critically
questioned in itself. There are regions where the Navier Stokes equations are not
appropriate and, after all. this equation set is an approximation to the Boltzmann
equat-rs. Accurate solutions require not only an accurate basis of the computation but
also accurate modeling of the physical phenomena which are introduced but not defined by
that equation set as well as accurate numerical modeling of the equations which results
in a correct computation. In our limited review of numerical modeling based on the Navier
Stokes equation set. the rule is not that acurate solutions result from an accurate
viscous flow technique but rather that inaccurate VISCOUS data results from unwarranted
approximations to accurate equations.

SolutLon of viscous interaction phenomena brings into question the applicability of the
basic .' atlon set, the Navier Stokes equations in this example. There are certainly
regions of vIscous Lnt-,tion for which the Navier-Stokes equations do not apply. Figure
7 from Anderson defincr the limit of apjliability of the Navier-Stokes equation set in
terms of Knudsen Number and state that abcve that limit "... conservation equations do
not form a closed set...

The use of the Navier-Stokes equations certainly does AUTOMATICALLY account for viscous
interaction effects; that is, the solution computes a boundary layer ... BUT ... there is
no guarantee that the viscous interaction effects are PROPERLY accounted for in the
solution. The computer solution of the Navier-Stokes equations deals with the numerical
solution of differential equations on a computer and discretizes the equations
introducing approximations with regard to that process. To be properly accounted for, the
solution grid must be sufficiently dense and properly conform to the geometry under
analysis. Neither of these practical elements are automatically accounted for in the
solution of the equations. In fact, it is all too easy to prove that rather routine
chang es to the computational details will alter the computat.onal answer. The mundane
problems with the viscous computations by both Shang and Candler for the X-24C
configuration are further proof of this fact as shown in figures 15 and 16.

The approximations introduced by the numerical gridding of the model and the discretation
of the equation set are not the only approximatis that can detract from the quality of
the answer. Apart from the onerous "turbuler,.-e msdel" that is all together too easy a
target, thermodynamic and transport phenomena are modeled within the codes and these
models are the sources of many errors. Questions to be answered by an analyst are ...



1-8

what is a perfect gas ?. what is a real gas 7, what equations are used to model
the transport properties of viscosity, thermal conductivity and Prandtl number ? ... how

do computations for wind tunnel data differ frow computations for flight conditions ?

Anderson goes on to say that ... 'Such viscous shock layer calculations (using the Xavier-
Stokes equations) obvim+e the need to do anything *special' to account for viscous
interaction.* While it is true that the computation models the entire flow field about
the configuration, both viscous and inviscid, the something special that is required is

to verify that the answer derived is correct. Because of the modeling approximations
introduced as just described, the answer cannot be assumed to be correct or even nearly

correct. Verification requires one of two fundamentally different strategies to be
employed. These are (1) to use the wealth of 'old hypersonics" information about flow

fields to predict the answer that should be derived from the numerics and/or (2) to
change the incidential features of the computation and observe the insensitivity of the
resultant answer to these changes.

In truth, the use of numerical solutions based on the Navier Stokes equations to derive
aerothermodynamic information is today more art than science. There is nothing in

engineering that should be accepted without critical assessment. Numerical solutions are

not an exception to that rule.

A second area of discussion that has an important impact on how the aerothermodynamic
requirements in design are satisfied is to be found on page 7 of Anderson's paper. The

quote is ... *This work (Kutler, 1975) constituted the first detailed flowfield
calculations on the shuttle design. It had, however, a major drawback (in Kutler's use of

a PNS approach). namely, that the calculation would go unstable wherever a pocket of
locally subsonic flow was encountered -- once again the problem of mixed elliptic and

hyperbolic regions. (There is no practical way around this problem without going to a

time dependant method, as described earlier (The full Navier Stokes equations)).'

This quote broadly deals with how limitations in engineering tools are circumvented.
Further, this statement deals with the more basic question of how numerical fluid dynamic

techniques are to be viewed in an engineering context. A discussion of this statement is

vital to understand the different paths of effort that result from different views of how
to circumvent a limitation ... in this case a fundamental limitation of the Parabolized
Navier Stokes approximations to the Navier Stokes equations.

It is not strictly true that the solution goes unstable whenever a pocket of locally
subsonic flow is encountered. The PNS approach computes through pockets of subsonic
flow. Each delta wing leading edge is a pocket of locally subsonic flow. The expansion
surface at angle of attack may be subsonic in the crossflow direcion. The PNS approach
bombs' (goes unstable) when a subsonic region of flow is encountered in the direction

of computation; not in another orientation. Thus, the leading edge region of the Rockwell
Space Shuttle would create such a region to the computation. Figure 17 from Kutler

indicates that region on the leading edge to be a region of 'embedded subsonic flow'.
This flow is subsonic because the sweep of the wing , being 45 degrees, produces an Edney
type V interaction. The wing sweep is not sufficient to produce a type VI interaction

(after Edney).

There are two distinctly different techniques to circumvent this problem. The first was
discussed by Anderson , to use a time dependent method (the full Navier Stokes equation
set). The second was practiced by Griffith and Maus at AEDC and before them by Hamilton

at NASA Langley; to modify the geometry such that no subsonic pocket is present on the
leading edge of the wing. Figure 18 demonstrates the changes that were made. They
include increasing the sweep angle from 45 to 55 degrees and filling in the upper surface

of the configuration to allow a computation. This second solution strategy is, in my
view, an engineering approach in that the PNS computation is used as a tool to gain
insight into a problem. In this type of an application, the skill of the user is as

important as the quality of the instrument. The alternative suggested by Anderson, the
use of a time dependent method, is a science solution: a new approach in which
compuations are not thought of as tools but as full simulations of the configuration
under analysis. The choice to accept one or the other of these views of numerics in
satisfaction of aerothermodynamic requirements for analysis opens fundamentally different
paths of action to the person and organization making that choice.

The Reference Temperature Technique,

a Blending of the old and new Hypersonics

White, 1974. devoted a section of his book to the reference temperature concept. This
concept allows for an extension of the classical incompressible boundary layer theory to
the compressible case. What seems to be a simple and reasonable concept today was the
subject of many papers in the early 1950's.

Having experimental data and defined relationships for skin friction available at

incompressible conditions, the practical question was how these low speed concepts could
be extended to flows at compressible conditions with heat transfer. The mechanism

suggested was a reference temperature defined at some point in the vehicle boundary
layer. The trick was to correctly define that reference location, von Karmen suggested
that the reference temperature should be equal to the wall temperature and Tucker

suggested it should be some arithmetic mean of the wall and froestream temperature.
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Several empirical estimates of the reference temperature were given by various authors,
among them Eckert. Refinement of these estimates produced a form of the relation that was
similar and roughly equivalent. Only years later did Dorrance demonstrate that these
empirical expressions had a theoretical basis. What makes this process a blending of the
old and new hypersonics is the fact that this development occurred in the 1950's which is
cons idered to be in the classical period of the old hypersonics and yet the data used in
the empirical development was not wind tunnel data but results from primitive CFD
techniques of the new hypersonics.

Computational Fluid Dynamics in Design

The buzz word today is CFD and there are large efforts being taken to employ CFD in the
design arena. The question is really, ... use CFD to do whatl Two schools of though
exist on the application of CFD technology. One is directed toward the use of CFD
techniques as direct simulators to replace wind tunnels. Their view is that, given a
large enough computer, CFD can correctly compute an entire configuration at arbitrary
flight conditions generating, essentially a numerical wind tunnel result. The second
school of thought is that CFD codes are engineering tools in which the skill of the user
is important and the quality of the ultimate answer requires intervention and creativity
of the user.

The development of CFD has progressed from an initial stage in which the 'mechanical'
problems of generating ANY numerical solutions have been solved and into the second stage
where the quality of the computed results need to be critically evaluated. This is the
'validation' phase and the general view is that experimental data are required to
'validate' numerical solutions. Computations today are highly tied to experimental data
... a far cry from using wind tunnels to store numerical output. While validation is
certainly required and while wind tunnels will certainly play an important part in that
process, it is not sufficient to perform validation by matching experimental wind tunnel
data with numerical computations. This point will be discussed shortly in greater
detail.

In the computations which are made and reported in the literature today, pressure data
can be generated with some accuracy while viscous parameters of heat transfer and skin
friction can be generated only with difficulty and questionable accuracy. Accurate
solutions are generated on relatively simple configurations where the flow field is
implicitely understood by years of experience and closed form solutions. Surface
geometry packages and the flow field gridding to efficiently attack complex problems are
becoming available. In the continuum regime, CFD has two branches: the Parabolized Navier
Stokes approach (PNS) and the full Navier Stokes computations (NS).

The PNS approach generates solutions in minutes on present day computers while the full
NS approach requires hours to accomplish the that task and employs a larger scale of
computer in the process. This situation is changing but all the projected improvements
will benefit both the PNS and 5S approaches equally. The ENS techniques involve more
modeling and thus more potential sources of error in the solutions. The full Navier
Stokes approaches are somewhat freer of such modeling assumptions. The PNS solutions are
more restrictive in application, being defeated by streamwise separation or embedded
subsonic flow as in the case of the Shuttle leading edge, while the full Wavier Stokes
approach is more general in applicability.

A key issue in selecting either approach is engineering readiness for design
applications, The PNS approach has a current and near term design capability. This is
primarily due to the ability of the PNS solutions to return a solution in minutes
allowing the engineer to empirically try different techniques and to arrive at a
'correct' solution through a strategy of demonstrating the insensitivity of solutions to
incidential computational parameters. This has allowed the PN9eapproach to produce
engineering data whereas the corresponding full Navier Stokes approaches have still
produced limited results. Figures 15 and 16 indicate several solutions compared with
experimental data for the X-24C configuration. Only the PNS approach, at present, has
been demonstrated to reproduce accurately the viscous effects observed on the X24-C
through surface heat transfer measurements. The full Wavier Stokes approach is still
substantially in error in comparison with data.

There are two ways in which we can use CFD technology as exemplified by the level of PNS
computations today. One way is to evaluate the entire flowfield over a somewhat
idealized :light configuration; an approach described by Griffith and Maus. The second
way is to build on our confidence with the solutions to simplified configurations in
order to generate new insights into three dimensional flowfields.

There are understandings of flow that we can simulate with CFD techniques that we cannot
generate experimentally. These understandings are important in our overall view of
configuration development. Three examples of these understandings from our experience
are (I) in depth understanding of shock interference phenomena wherein both cause and
effect numerical results can be generated. The specific case to be discussed will be the
aerodynamic heating to deflected control surfaces. (2) improvement of extrapolation
processes by numerically understanding the variation of a parameter, the recovery factor,
that cannot be experimentally measured and that is ASSUMED to be nearly a constant. (3)

the enrichment of rapid design techniques through introduction of correlations from
numerically generated 'data' much as experimetally generated date was used years ago.
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Years ago simplified techniques were developed directly from flat plate theory in which 1
the heat transfer rise within a shock intereferncoe region was related to the pressure
rise in that region to some power. That development is shown in figure 19. From this

very simple theory, the heat transfer ratio (after to before the shock) was defined
through an exponent on the corresponding pressure ratio. From the simplified theory, this
exponent was 0.5 for laminar flow and 0.8 for turbulent flow. Many other exponents were
also empirically postulated but most of these were found to be the result of boundary
layer transition within the shock interaction region. Such boundary layer transition has
been the bain of the experimentalist due to the ease with which the process of shock
interaction causes boundary layer transition but those experimental difficulties are of
no consequence to the numeriscist who 'ordains' the state of the boundary layer under
analysis.

Experimentally, once the question of boundary layer state was resolved, it was found that
the turbulent data matched the theoretical model closely but that the laminar model was
far from the experimental data. The experiment was run several times with the same
result. An empirical exponent of 0.7 was observed from the data and used to replace the
theoretical constant of 0.5 but the experimental data scattered poorly about that
exponent as shown in figure 20.

With recent interest in numerically computing standard example cases, a substantial
numerical effort has been completed to assure that the computations on these example
cases are free of numerical errors. See Neumann and Patterson, 1988. As a result of this
numerical study, the exponent for shock interaction regions was numerically computed
together with the Reynolds analogy factor, RAF, for both laminar and turbulent
interactions in a perfect gas, Mach 20 flow. The results are shown in figure 21 and
indicate that in a laminar boundary layer interaction the Reynolds analogy factor differs
substantially from the undisturbed value ahead of the interaction process while for a
turbulent interaction the difference is far les. This numerical insight goes far to
explain the experimental observations of the pressure and heating rate. The fact is that
the flat plate theory applied made an incorrect simplifying assumption that was not
justified by the numerical result or reflected in the experimental data. The numerics
demonstrate additional insight into the interaction process. The challenge is and will
be to take advantage of that additional insight to formulate new design methods that more
closely model the interaction process.

The recovery factor; the temperature which will be achieved at an insulated wall at
conditions of zero heat transfer, cannot be easily measured in a flow. By convention, the
recovery factor is assumed to be related to the Prandtl number in a manner defined by the
state of the boundary layer. These relationships were defined years ago through pipe
flow experiments. The recovery factor is difficult to measure because of the presence of
re-radiation from the wall of the model as the surface temperature Is increased toward
that for zero heat transfer. While some measurement techniques exist to circumvent the
question of re-radiation from the surface, they are expensive to use and rarely applied.
It will be shown later in my notes on aerothermal instrumentation that the assumption of
a constant recovery factor based on the state of the boundary layer is a questionable
premise for complex flows and it Is conjectured that at least a part of the empirical
scatter in design methods is due to this effect. Numerically, the condition of an
adiabatic wall, that is a wall of zero heat transfer, with no re-radiation is nothing
more than a boundary condition in the computation. It is therefore possible that
numerical solutions of this parameter could be made that, together with experimental
data, could be used to improve the overall accuracy of design approaches both at the
conditions of the defining wind tunnel and, more importantly, at the flight conditions.

Even in the era of rapid and accurate numerical simulations based on the Navier Stokes
equations there is still a need for rapid design techniques. These techniques today are
the mainstay of preliminary design activities used to roughly screen potential
geometries. Numerical techniques could well be used to enrich these techniques through
the introduction of numerically derived data. Two specific areas that could profitably be
addressed are (1) improving the sensitivity of these design methods to geometric
variations and (2) demonstrate the validated capability of these design methods for data
significantly different than that produced in routinely operated wind tunnels.

In the first, there is reason to question whether the rapid methodology is indeed
sensitive enough to differentiate among small variations in geometry or whether the rapid
design methodology sees all geometries as the same and is only sensitive to variations in
th* flight trajectory. Numerically derived data could improve this design sensitivity
and improve the quality of preliminary design screening of new configurations.

In the second, there is a concern that design codes may be too closely 'tuned' to the
features of workhorse hypersonic facility(les) used initially to develop the techniques.
The validation of these techniques for new shapes in the same wind tunnels is scant
consolation. It may signify only a high fidelity of modeling for specific tunnel
conditions. The use of numerics and numerically derived data could present an alternative
data base or validating experiment at conditions far removed from the wind tunnel used to
formulate the initial technique.

All of those suggestions are alternative uses of numerics available with the current
state of development and potentially as important as the more routine use of numerics to
Simulate In all detail the flowfield about a complex flight configuration.
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Validation, Tougher than Matching Wind Tunnel Data:

If the last ten years have been spent working out the numerical details of generating a
mechanically accurate numerical solution, this decade is the decade of validation. How
doe the numerical solution compare with experimental data?

The more this question is asked, the more difficult it becomes to answer. Chaussee, 1987,
proposed that the answer lie in comparisons of the best experiment against numerical
scatter and conversely the best numeric result against experimental scatter. See figure
22. While this is an approach, questions of what is scatter and what is bias come to
mind. Numerical *scatter* may. in fact be computations known to contain consistant
numerical error and thus not scatter at all but bias. Similar comments can be made about
the experimental data. In this particular example case it is known that part of the
"experimental scatter' shown is, in fact, inappropriate transitional data compared with
fully turbulent numerical solutions. The fact is that neither experiment nor numerics are
free of problems. Most of these problems are bias to the answer and not scatter. A good
validation experiment will require an interactive dialogue between numeriscist and
experimentalist; neither of which, at present, has an exceptional understanding of the
technology of the other.

In a recent study by Neumann and Patterson, 1988, even more basic questions have been
discussed. The primary question is ... is it sufficient to compare numerical heating
rate to experimental heating rate and achieve validation? Working from a comparison of
computed results submitted by U.S. indusrty and Government sources, Neumann and Patterson
have found that both the modeling of transport phenomena (notably the thermal
conductivity) and the modeling of fluid flow by a geometric finite grid introduces error
that. must be considered within the context of any validation experiment. The results of
the study by Neumann and Patterson are shown in figure 23. These results suggest that
differences of up to 20X can be expected in the numerical result alone based on implicit
definitions of the transport phenomena, the normality of the grid to the body (noted also
by Chaussee. 1987) and the rather arbitrary definition of the temperature slope at the
wall. These numerical modeling questions will require the application of standardization
to many routine computational sub-routines (as for instance the transport phenomena) and
computational definitions (as for instance the definition of how the temperature slope at
the wall is defined) before any meaningful validation of the computational process can be
said to have been completed.

The Maturing of Computational Fluid Dynamics Products for
Aerothermodynamics Applications

As a final remark with respect to computational techniques, let me spend a few minutes
discussing the process of maturation that all computer codes must progress through. There
are Just two problems resulting from the current state of affairs in numerical fluid
dynamics applied to aerothermal problems. These are:

1. Codes are not generally exported to a wide cross-section of design engineers who
are competent to understand their results AS EXPERIMENTAL DATA. As Stollery, 1987, put
it "...They are sophisticated, demanding and only available to a Select minority'. That
minority, in my view, is all too cohesive in their background and understanding.

2. We believe the results produced by these codes all out of proportion to the
quality of analysis employeed in them. As Bradley. 1987, put it "...we do not understand
the numerical physics that are in many codes that we use routinely'.

The effort to produce a design capable code from a research code requires is enormous.
The easiest thing to do is for the developer to produce limited solutions from a new
product. The tough step Is to export that code to a third party user; one who knew
nothing of the development process, who would apply the code to new design problems.
Broadly, we have found that the development of a *design capable' computer code requires
at least three re-formulations or maJor re-writes of the code and a a to 10 year period
of development and operational experience during which the obvious computing errors are
eliminated from the code. This is not Just the experience of those who would develop
Navier Stokes based computer codes, it is historically the experience of those who have
developed the Arbitrary Body class of codes attributed to Gentry and the Axisymmetric
Analogue class of codes attributed to DeJarnette. Both of these far less exotic computer
codes as well as others of similar capability are still in development years after their
initial formulation.

There is only one way to mature these complex computer codes. That way is to export them
to knowledgable, practical engineers who will critically challenge their advertised
capabilities. A team approach is strongly recommended in Lode development. This team
approach should bring into dialogue the developers and users of the code. We have used a
loosely formed, nationally based users group approach as a technique to transition an
extremely complex program from concept to engineering reality. Such a group magnifies
the abilities of any single developmental group in order to find and correct errors in
the code as well as Judge the accuracy of the result.

As one selecting a new developmental code, the need is to understand the technology
employed deep within the modeling of the code (just where the developer will swear that
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no modeling exists) and to have an ability to review the source coding. Once in receipt
of a developmental code, there is only one way to understand it. READ IT. The numerical
physics is not known in codes routinely used because engineers tend to be intimidated by
the coding and choose not to understand it. If we treat these codes as black boxes, we
must be willing to accept whatever results come from them. Results that may bear little
resemblence to physical reality.

Note: quotes from Stollery and Bradley used in this section of the notes were taken from
the discussion section of AGARD CP 428.

Experimentation

Those who would experimentally evaluate the aerodynamic heating of new configurations
have had a bad time in the past decade while the numeriscists have touted their
capability. Experimental data is tough to generate. Some measurements supporting the
acquisition of aerodynamic heating data, such as the evaluation of static temperature or
pressure, are nearly impossible to experimentally generate. The numeriscists can point
to the fact that large amounts of data are taken at ever increasing costs as shown in
figure 24 and they are also quick to question the quality of the experimental data when
comparisons with computations are less than anticipated. In spite of this,
experimentation is not only a valuable adjunct to numerical computation but the necessary
basis of the modeling efforts built into computer codes as well as a preceived
requirement for the validation of completed codes.

This being said, the role of experimentation in the next decades will be fundamentally
different than it has been is the classical past. A new equilibrium is being established
between numerics and experimentation as competing and complementary design tools. This
equilibrium point was earlier discussed in these notes as a by-product of the work by
Griffith and Maus. Characteristics of this equilibrium point, from an experimental
perspective, appear to be as follows:

1. Increased accuracy will be demanded in test point identification together with a
reduction in the number of calibrated test points either required for product development
or available in any given test facility. Gone will be the generation of parametric data.
The goal will be the establishment of higher quality representative data which will be
both highly accurate and relatively complete. These data will increasingly be used to
validate numerical computations which, in turn, wiI perform the function of generating
parametric data.

2. New instrumentation will be installed that, on the one hand, will more completely
characterize the flowfield about the configuration through the use of non-obtrusive test
techniques and; on the other hand, will radically reduce the coat of experimentation.
These instruments will be used with artificial intelligence (Al) advances to control the
progress of testing.

3. Experimental facilities will be called upon to produce the simulation required to
stress many of the aspects of the numerical codes through experimental observations.
This requirement will translate into a series of rather specialized "phenomena" wind
tunnels in which the various aspects of the numerics can be isolated and evaluated. Real
gas test facilities, such as the European developments HEG (High Enthalpy Gottingen) and
P4 in France, are examples of such facilities as well as quiet wind tunnels at NASA in
the U.S.. The key to these facilities will be the emphasis on PHENOMENA rather than
configuration evaluation.

Overall, the requirement in the 1990's with regard to experimentation will be to create
and maintain a credible tension between those who would compute flowfields and those who
would experimentally observe flowfields about configurations. Design efficiency would
not be served by abandoning either critical experiments and their continued
instrumentation improvement or by ignoring the newer numerical capabilities which are
becoming available to us.

Instrumentation. An Integral Part of Experimentation

When numerical flow field solutions started to become credible, it became apparent that
both the numerical solutions and the companion experimental data contained errors.
Examples of these errors are to be found in recent papers by Boudreau. 1987, dealing with
the expansion process in the AEDC Hotshot type facility. Tunnel "'7, and the paper by
Thompson and Sutton, 1987, dealing with design errors in the Langley CF4 Tunnel.
Ironically, in both cases, numerics were used to advantage to improve the experimental
test capability of the respective facilities. At issue here is the need to accurately
instrument both the freestream of the experimental facility as an accurate boundary
condition for the experiment and the models themselves in order to generate higher
quality test data.

Boudreeu, 1987, concluded that '...Most hypersonic wind tunnels operating at or above
Mach 8 appear to suffer a loss of freestream Mach number because of non-isentropic
processes occuring in the expansion nosles'. No further concluded that ... Conventional
methods of determining freestream Mach number are insensitive to such non-isentropic
processes... such that freentream Instrumentation which does not assume isentropic
processes and which is sensitive to these phenomena are required. Techniques that moniter
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the static temperature or density in the freestrean appear to be required in order to
ausur. the calibration of high Mach number facilities where even small amounts of energy
may be initially tied up in chemistry and subsequently released to the flow. This sam
instrumentation and sore will be required for real gas test facilities; phenomena
tunnels, where the physical process of expanding the very high temperature test gas will
create constituento far removed from ambient flight air and where chemistry effects will
be poorly modeled in the nozzle expansion process leading to freestream non-uniformities
in both spatial and temporal dimensions.

Admittedly. the paper by Boudreau has met with some skepticism. Large scale re-
calibration of hypersonic test facilities has not been completed although instrumentation
to accomplish the task is available and could be installed in these facilities. In light
of Boudreau's paper, the lack of much action is & calculated risk that, at least, the
development engineer must consider as a potential source of error. Such phenomena is
potentially more serious for slender, hypersonic shapes where viscous effects dominate
the flow than for blunt bodies where Mach number effects are less obvious.

Model bourne instrumentation and test techniques will be discussed in greater detail
later in this short course. Instrumentation techniques which increase both the ability to
make complex measurements and to make measurements far more efficiently are becoming
available from a variety of sources. These will be discussed later. It does appear from
several sources that instrumentation to fully define the flow fields about these shapes
and instrumentation to evaluate both the very high frequency unsteady heat transfer as
well as steady state levels are available through either coax thermocouple designs or
newer instruments developed for compressor blade testing; dual film thin film gages.
Further. it appears that measurements can be made at a speed up to 100 times as fast as
Just a decade ago leading to far more cost effective test facilities which are computer
controlled through Al techniques to optimize data return.
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INVISCID AND VISCOUS HYPERSONIC
AERODYNAMICS -- A REVIEW OF THE OLD AND NEW

by

John D. Anderson, Jr.

Department of Aerospace Engineering
University of Maryland

College Park, Maryland 20742 USA

"Within recent years the deuelopment of aircraft and guided missiles has brmght
a niber of new aerodyna.mic problems into prominence. Most of these problems
arise beae of estremely high flight uelocities, and are characteristically
different in some .. ag from the problems shich arise in supersonic flight. The
term 'h~,ersonic' is used to distinguish flow fields, phenomena, and probles
appearing at flight speeds far greater than the speed of sound from their
couterparts appearing at flight speeds uhich are at most moderately supersonic.
The appearance of new characteristic features in hgpersonic flow fields
justifies the use of a new term different from the well established term
stiersonifc.

Wallace D. Hayes and
Ronald F. Probstein, 1959

SUMMARY

This paper is a review of both inviscid and viscous hypersonic aerodynamics. It is tutorial in
manner, and is addressed to students and workers who want to learn the subject, or need to review various
aspects of the discipline. This paper also represents a survey of hypersonics, contrasting the "old with
the "new". It covers both classical hypersonic considerations as well as the new hypersonics, which is
heavily based on computational fluid dynamic methods. High temperature flows are also considered.

I. INTRODUCTION

Interest and activity In hypersonic aerodynamics has exhibited an extreme cyclical behavior, going
from a period of intensive development in the 1950's and early 1960's, to a period of extreme inactivity
in the 1970's and early 1980's, and then emerging like the phoenix to a status of even greater glory in
the late 1980's. The reasons for this behavior are described at length in Ref. 1, and hence are not
repeated here. Suffice it to say that a number of new vehicle concepts h-,ve rejuvenated a great deal of
modern interest in hypersonic aerodynamics, such as the aero-assisted orb tal transfer vehicle (AOTV),
the transatmospheric vehicle (TAV) which is more recently called an aerospace plane, new generation space
shuttles, and low hypersonic (M - 5-7) missiles at sea level as high kinetic energy penetrator weapons.
Moreover, this interest in hypersonics has spread world wide, with substantial activity in England,
France, Russia, Germany, and Japan, as well as the United States. In some respects, the present paper 4s
a sequel, or maybe more appropriately, a "second edition" of Ref. 1.

Specifically, the present paper is primarily tutorial in nature, and is addressed to the non-expert
as well as the specialist in the field. Here, we will devote great attention to the important physical
aspects of hypersonic flow -- particularly those aspects which are different from the lower speed
supersonic regime. Moreover, this paper will present a survey of both inviscid and viscous hypersonic
aerodynamics, contrasting the "old" hypersonics of the 1950's and 60's with the "new" hypersonics of
today. This survey is limited due to the length constraints of the present paper. However, the reader
can find a much more extensive presentation of both classical and modern hypersonic aerothermodynamics in
the author's new book (Ref. 2). For a background in the classical aspects of hypersonics, the reader is
referred to five major textbooks published more than twenty-three years ago (Refs. 3-7). These five
borks remained the only major texts in hypersonic flow until this year.

II. HYPERSONIC AERODYNAMICS -- WHAT IS IT?

In most conventional aerodynamic textbooks, hypersonic flow is defined as flow at Mach 5 or greater.
However, this is just a rule of thumb. There is no discontinuous change in behavior when Mach 5 is
achieved, in contrast to the dramatic changes that occur when a flow expands from subsonic to supersonic
flow at Mach one. Indeed, when a vehicle flying at Mach 4.99 is slightly accelerated to Mach 5.01. there
Is no clash cf thunder, and the flow does not change from green to red. Therefore, defining hypersonic
flow as flow above Mach 5 is simply a convenience. This is reinforced by H.S. Tsien. who coined the word
"hypersonic" in 1946 in an important paper which appeared in a rather obscure journala. Tsien used the
words "hypersonic flows" in the title, but did not specifically define the term nor point special
attention to the fact that he was coining a new word. From his usage of the word, Tslen clearly inferred
that a very high speed flow was being treated, at least high enough where a certain similarity principle
held (to be discussed later). Therefore, the words, "hypersonic flow" appeared in our technical
vocabulary in a somewhat casual fashion, without fanfare.

More reallstically, hypersonic flow is defined as that regime of the high-speed flight spectrum where

certain physical phenomena become Important that were not significant at supersonic speeds. !n the i
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remainder of this section, these phenomena wil. be described. Hence, the following discussion can be
considered a lengthy definition of hypersonic flow.

Thin Shock Layers. Consider the flow over a hypersonic vehicle. At high Mach numbers, the density
increase across shock waves supported by such a vehic'e is large, and hence the mass fluw behind the
shock waves can easily squeeze through small areas. As a result, the distance between the body surface
and a shock wave is small. The flow field between the shock and body is defined as the shock layer, and
for hypersonic speeds, this shock layer can be quite thin For example, consider the Ma 3 of a
calorically perfect gas with ratio of specific heats, Vo cp/cv = 1.4 over a wedge of 15" half angle.
From standard oblique shock theory (see for example Refs. 9 and 10), the shock wave angle will be only
18, sketched in Fig. I; if the high temperatu;e effects of a dissociating and ionizing gas are taken
into account, the shock wave will lie even closer to the body. Clearly, the shock layer over the wedge
is thin. In turn, the assumptions of a thin shock layer allows the governing flow equations of
cont-uity, momentum, and energy to be sorewhat modified, leading to an analytical approach called thin
shock layer theory (see for example Ref. 11, Chapter 5 of Ref. 12, and Chapter 4 of Ref. 2).

An even more striking simplification brought about by a thin shock layer can be seen in Fig. 2, which
illustrates the streamline directions for the wedge flow in Figure 1. If you view this picture from
across the room, it will appear as if the freestream streamlines are not deflected until the flow almost
directly impinges on the surface, and thereafter the flow streamlines are very "bunched up" and move in a
thin layer tangent to the surface. This picture is very similar to the flow model used by Issac Newton
in his Idpjaof 1687, wherein he assumed that a fluid flow was a rectilinear stream of particles.
Newton assumed that, upon striking a surface inclined at an angli 0 to the flow, the particles would
transfer all their normdl momentum to the surface, but that their tangential momentum would be preserved.
This flow model leads to an expression for pressure coefficient, Cp, along the surface as

Cp = 2 sin2e (1)

-- Newton's famous sine-squared law. (For simple derivations of Eq. (1), see Refs. 2, 9 and 10).
Equation (I) was used through the ensuing centuries for such applications as drag predictions on ship
hulls, and lift/drag characteristics of heavier-than-air flying machines. All such applications were not
very successful because the Newtonian flow model was totally inaccurate for low-speed flows, It was not
until the mld-2Qth century that Newtonian flow finally found a reasonably plausible application -- to
hypersonic flow. Looking at Fig. 2 from afar, we see a flow field that resembles a rectilinear stream
of particles striking a surface, an! then afterwards running parallel to the surface. Indeed, Eq. (1)
does a reasonable job in predicting the pressure distribution over some surfaces In hypersonic flow. A
modified formula due to Lester Lees at the California Institute of Technology In 1955 does even better.
This "modified Newtonian" result is

Cp C sinIa (2)= Cpmax

where Cpmax is the maximum pressure coefficient behind a normal shock at the freestream Macb number.
With use of equations (1) and (2) for hypersonic flow, Newtonian theory had finally come into its own.

Entropy La er. Consider the wedge shown in Figs. I and 2, however this time with a blunt nose, as
sketched in Fig. 3. At hypersonic Mach numbers, the shock layer over the blunt nose is also very thin,
with a small shock-detachment distance, d. In the nose region, the shock wave is highly curved, leading
to extreme gradients of entropy in the blunt body shock layer. This "entropy layer" flows downstream,
and essentially wets the body for large distances from the nose, as shown in Fig. 3. This entropy lever
causes analytical problems when we wish to perform a standard boundary layer calculation on the surfa.,
because there is a question as to what the proper edge conditions should be for the boundary layer.
Somehow, the boundary layer must be allowed to "swallow" the entropy layer, as sketched in the insert
shown in Fig. 3.

Viscous Interaction. Consider a boundary layer on a flat plate in a hypersonic flow, as sketched in
Fig. a. A high-velocity, hypersonic flow contains a large amount of kinetic energy which is partly
dissipated within the boundary layer, causing large temperature increases as indicated in Fig. 4. In
turn, the viscosity coefficient within the boundary layer is Increased, and the density Is greatly
decreased, This causes the boundary layer thickness to grow more rapidly. Indeed, the flat plate
compressible laminar boundary layer thickness grows essentially as

d cc M '-i/ei (2a)

where M. is the freestream Mach number, and Rex is the local Reynolds number. Clearly, since from Eq.
(2a) we see that 6 varies as the square of M., 6 can become inordinately large at hypersonic speeds.

The thick boundary layers in hypersonic flow cause problems In a standard boundary layer analysis,
where the edge conditions for tl'e boundary layer are obtained from an inviscid flow analysis. Due to the
extreme thickness of the boundary layer, a major Interaction occurs between It and the outer Inviscid
flow -- giving rise to the viscous interaction phenomena. This viscous interaction can cause some
first-order effects on the surface pressure distribution, hence lift, dra5 and stability on hypersonic
vehicles. For example, Fig. 5 illustrates the viscous interaction on a sharp, right circular cone at
zero degrees of angle of attack. Here, the pressure on the cone surface, p, is given as a function of
distance from the tip. These are experimental results obtained from Ref. 13. If there were no viscous
interaction, the surface pressure would be constant, equal to Pc. However, due to the viscous
interaction, the pressure near the nose is considerably greater; the surface pressure distribution decays
further downstream, ultimately approaching the inviscid value far downstream.

The boundary layer on a hypersonic vehicle can become so thick that it essentially merges with the
shock wave -- a merged shock layer. When this happens, the shock layer must be treated as fully viscous,
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and the conventional boundary layer analysis must be completely abandoned.

Hi h Terneraturv Flows. The fact that hypersonic flow can involve high temperatures has already been
discussen conjunction with Fig. 4. However, this just scratches the surface of the subject. Clearly,
the extreme viscous dissipation within hypersonic boundary layers can create high temperatures, leading
to vibrational excitation, dissociation, and ionization of the gas. If the surface of the vehicle is
protected by an ablative heat shield, then products of ablation are also present in the boundary layer,
giving rise to some rather complex hydrocarbon chemical reactions. In both accounts, we see that the
surface of a hypersonic vehicle can be wetted by a chemically reacting boundary layer.

The boundary layer is not the only region of high temperature flow over a hypersonic vehicle.
Consider the nose region of a blunt body, as sketched in Fig. 6a. The bow shock wave is normal, or
nearly normal, in the nose region, and the gas temperatures behind this strong shock can be enormous at
hypersonic speeds. For example, Fig. 6b is a plot of temperature behind a normal shock wave as a
function of freestream velocity, for a vehicle flying at a standard altitude of 52 km; this figure is
taken from Ref. 10. Two curves are shown: (1) the upper curve which assumes a calorically perfect
nonreacting gas with y = 1.4, and which gives an unrealistically high value of temperature; and (2) the
lower curve which assumes an equilibrium chemically reacting gas, and which Is usually closer to the
actual situation. This figure Illustrates two important points: (1) by any account, the temperature in
the nose region of a hypersonic vehicle can be extremely high, for example reaching approximately I1,0000
K at a Mach number of 36 (Apollo re-entry), and (2) the proper inclusion of chemically reacting effects
is vital to the calculation of an accurate shock layer temperature. So we see that, for a hypersonic
flow, not only can the boundary layer be chemically reacting, but the entire shock layer can be dominated
by chemically reacting flow.

High temperature chemically reacting flows can have an influence on lift, drag, and moments on a
hypersonic vehicle. For example, such effects have been found to be very important for estimating the
body flap deflection necessary to trim the space shuttle during high-speed re-entry. However, by far the
most dominant aspect of high temperatures in hypersonics is the resultant high heat transfer rate to the
surface. Aerodynamic heating dominates the design of all hypersonic machinery, whether it be a flight
vehicle, a ramjet engine to power such a vehicle, or a wind tunnel to test the vehicle. This aerodynamic
heating takes the form of heat transfer from the hot boundary layer to the cooler surface -- called
convective heating, and denoted by qc in Fig. 6a. Moreover, if the shock layer temperature is high
enough, the thermal radiation emitted by the gas itself can become important, giving rise to a radiative
flux to the surface -- called radiative heating, and denoted by qR in Fig. 6a. For example, for Apollo
re-entry, radiative heat transfer was more than 30% of the total heating. For the forthcoming Galileo
probe for Jovian entry, radiative heating will be more than 95% of the total heating.

Low Qensit Flows. All of the above discussion assumes that the flow is a continuum. However, there
are certain hypersonlc applications which involve densities low enough such that the continuum
assummption breaks down. For instance, as noted in Ref. 14 the flow in the nose region of the space
shuttle cannot be properly treated by purely continuum assumptions for altitudes above 92 km (about
300,00 ft). As the altitude increases above this value, the normal viscous flow no-slip assumptions at
the wall of (1) zero velocity, (2) gas temperature equals the wall temperature, begin to fail. They are
replaced by sip effects, in which a velocity and temperature jump at the wall must be assumed. Finally,
when the air density becomes rarefied enough, the mean distance a molecule moves between collisions, (the
molecular mean free path, X) can become as large as the scale of the body itself. This is the regime of
free molecule flow, where the aerodynamic characteristics of the vehicle are determined by individual,
scattered molecular impacts, and must be analyzed on the basis of kinetic theory. For the space shuttle,
the free molecular regime begins above 150 km (500,000 ft). Therefore, we can visualize that a
hypertonic vehicle moving from a very rarefied atmosphere to a denser atmosphere will shift from the free

moe1cular reime, where individual molecular impacts are important, to the transition regime where slTp
cts are mportant, and then to the continuum regime. The similarity parameter that governs these

different regimes is the Knudsen number, defined as Kn = /L where L is a characteristic scale of the
body. The values of Kn in the different regimes are illustrated in Figure 7, taken from Refs. 14 and 15.
Note that the regions where the continuum Navler-Stokes equations hold are described by Kn < 0.2.
However, Moss and Bird

14 
state that slip effects must be included in the Navier-Stokes equations when Kn

0.03. Free molecular flow begins around a value of Kn = 1.0. Hence, the transitional regime is
essentially contained within 0.03 < Kn < 1.0.

Low density effects on shock layer structure are illustrated in Fig. 8, taken from the work of Moss
and Bird

14
. Here we see the temperature distrlbution along the stagnation streamline for the space

shuttle nose at an altitude of 92.35 km (about 305,000 ft). (Note that X = I ft at 342,000 ft, and the
nose radius of the space shuttle is about I ft; hence, we would expect to see major low density effects
for the conditions of the case shown in Fig. 8.) In Fig. 8, n is the distance measured upstream of the
nose of the space shuttle; n = 0 is the body surface. The solid curve in Fig. 8 pertains to a
calculation assuming continuum flow, namely using the viscous shock layer (VSL) technique (to be
described later). The solid cur.u shas that T increases in the direction away from the nose, going from
the relatively cool surface to the hot region behind the bow shock wave. The solid curve ends near n =

0.1, signifying the presence and location of a discontinuous, infinitely thin shock wave as appropriate
to a continuum picture. In contrast, the open circles show the results of a calculation using the
directed simulation Monte Carlo (DSMC) method, which takes into account the low density aspect of the
gas. Note that the DSMC results show a continuous variation of T which reaches far upstream of the body.
There is no discontinuous shock wave; rather, the "shock" is greatly smeared out over a large region in
front of the body.

Low density flows are not an inherent part of the definition of hypersonic flow, and therefore this
discussion is not legitimately part of the definition of hypersonic flow. However, hypersonic vehicles
frequently fly at very high altitudes, and therefore will encounter low density conditions. Hence, the
design and analysis of hypersonic vehicles will sometimes require the consideration of low density flow.
We mention this phenomena here only to round out the physical aspects that can occur at hypersonic
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flight conditions. From this point on in the present paper, we will deal with continuum flow only.

Summary

In this section, we have presented a rather lengthy definition of hypersonic flow. However, such a
discussion is necessary, because once again we repeat that hypersonic flow is that portion of the high
Mach number regime where certain physical phenomena become important, namely the phenomena discussed
above, where these phenomena are not particularly important at lower supersonic speeds.

III. ORGANIZATION OF THIS PAPER

The purpose of this paper is to provide a survey of inviscid and viscous hypersonic flow. If this
paper were being written 20 years ago, a certain bulk of material would be discussed which today is
considered to be "classical" hypersonics. In the present paper, we will spend some time and effort to
discuss this classical material, and we will label it simply the "old" hypersonics, as embodied in
Refs. 3-7. To modern researchers in hypersonic flow, the "old" hypersonics is necessary knowledge,
because it explains in fundamental terms some of the important results and consequences of hypersonic
flight. However, since this paper is being written in 1988, we have a bulk of modern work in hypersonics
to examine -- this modern work will be labeled the "new" hypersonics. To review the new hypersonics is
also a major purpose of the present paper. Therefore, the organization of this paper is straightforward.
We will first consider purely inviscid flow, discussing in sequence the old and the new hypersonics, and
then we will consider viscous flow, again discussing the old and the new.

The reader will soon appreciate that the "new" hypersonics is dominated by two aspects: (1) the
powerful impact of computational fluid dynamics, (2) the fact that manned hypersonic flight vehicles are
now a reality, e.g. Apollo in 1969 and lasting into the early 1970s, and the space shuttle. These
flight vehicles consumed a great deal of hypersonic aerodynamic resources during their design, and now
they provide genuine flight test vehicles for the acquisition of baseline hypersonic aerodynamic data in
the real world. In other words, modern hypersonic aerodynamics is dominated by APPLICATIONS, much more
so than during the years represented by Refs. 3-7. As a result, this paper will examine some of these
applications, both present and future.

Finally, this author makes an apology to all those investigators whose work is not mentioned in this
survey. The material reviewed in this paper is limited by two aspects: (1) the author's own subjective
views as to the status of modern hypersonics, and (2) practical constraints of time and space. The
purpose of this paper is to paint a picture, and leave the reader with some thoughts and impressions. It
does not claim to be an all-inclusive survey.

IV. INVISCID HYPERSONIC AERODYNAMICS -- THE OLD

It is well known
9 ,
1O that subsonic and supersonic flows dealing with small disturbances (e.g., thin

bodies at small angles-of-attack) can be studied by means of linear theory. In contrast, at hypersonic
speed, the assumption of small disturbances does not lead to linearized solutions -- hypersonic flow is
essentially a non-linear phenonenum. Therefore, UeI classical linear theory developed by Ackeret and
others'

6 
for supersonic flow cannot be simply carried over to the hypersonic regime.

In spite of this difficulty, by the early 1960's, approximate analysis of inviscid hypersonic flows
produced some relatively practical results which could be used to estimate pressure distributions, hence
lift and wave drag coefficients for some classes of hypersonic bodies. These approximate methods fall
under one of two categories: (1) local surface inclination methods, where the pressure depends only on
the local angle between a tangent to the surface and the freestream direction, and (2) approximate flow
field solutions, where simplified equations of motion are used to calculate flow field properties as well
as surface pressure distributions. Finally, the method of characteristics was well-known and understood
in the 1950's and 60's. This provides an exact solution to inviscid flow fields which are locally
supersonic or hypersonic everywhere. The method of characteristics is straightforward for a
two-dimensional or axi-symmetric Irrotational flow'

0
, but rapidly becomes computationally intensive for

rotational flows, and especially for three-dimensional flows. Hence, the practical application of the
method of characteristics for realistic body geometries had to wait for the advent of high speed digital

computers. Therefore, in the present paper the method of characteristics will be considered under both
the old and new hypersonics.

In the following paragraphs, we will briefly discuss the essence of several of the old techniques for
the prediction of hypersonic flows. As you will see, there are some advantages to these classical
methods which need to be appreciated even in the modern day. For a more detailed discussion of these
matters, see Ref. 2.

Newtonian -- a local surface inclination method. The basis for the Newton model has already been
discussed in Section II. The simple equations which result for pressure coefficient are given by
straight Newtonian theory in Eq. (1), and in the modified form by Eq. (2), Newtonian theory was first
applied to hypersonic flow by Epstein

1 7 
in 1931 -- far ahead of the wave of interest in hypersonics that

surfaces in the 1950's. Newtonian theory becomes more applicable as the Mach number increases. For
example, the pressure coefficient on a 15-degree half-angle cone at zero degrees angle of attack is shown
as a function of Mach number in Fig. 9. The curve is obtained from the classical Taylor-Maccoll solution
(see, for example, Ref. 10), and is exact. Also shown is C for a 15-degree half-angle wedge, obtained
from exact oblique shock wave theory. Both are compared with the Newtonian result (which of coarse is
independent of M.). Note from Fig. 9 that: (1) the accuracy of Newtonian theory improves as M.
increases, and (2) Newtonian theory Is m :curate for three-dimensional bodies (e.g., the cone) than
for two-dimensional bodies (e.g., the we . These two trends are general conclusions that apply to
Newtonian theory. Also note from Fig. 9 tnat, at Mach 20, the percentage error In using Newtonian theory
Is n e , and 5- for the wedge and cone respectively -- not as accurate as might be required for many

applications. Therefore, we conclude that although Newtonian theory is very useful due to its
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simplicity, in many applications its accuracy leaves something to be desired.

Fig. 9 illustrates another trend that is characteristic of hypersonic flow. Note that Cp for both
the wedge and cone changes less and less as M. increases, i.e., Cp becomes relatively insensitive to
changes in &t in high Mach numbers. This is an example of the Mach number independence principle, which
holds also for hypersonic lift, drag, and moment coefficients. We will have more to say about Mach
number independence shortly.

The results in Fig. 9 are obtained from Eq. (1), and apply to relatively slender bodies. In
contrast, the modified result, Eq. (2), is more accurate for blunt-nosed bodies. For example, consider
Fig. 10 (obtained from Ref. 10) which shows the pressure distribution over an axi-symetric paraboloid at
Mach 8. The solid line is from an exact time-dependent finite-difference solution of the blunt body flow
field (to be discussed later); the squares are from modified newtonian given by Eq. (2). The circles are
from a steady-state blunt body solution by Lomax and Inouyeln. The important conclusion here is that
Modified newtonian produces a reasonably accurate pressure distribution around the blunt nose.

From a purely theoretical mechanics derivation, Eqs. (1) and (2) should be corrected for centrifugal
force effects experienceo by the fluid elements in the flow field as they expand around the convex
surface; such effects are not accounted for in Eqs. (1) and (2). However, the newtonian results with
centrifugal force corrections do not agree well with experimental data in air with the ratio of specific
heats y = cp/cv = 1.4. The reasons for this anomaly are explained in Ref. 2. The answer lies in the
fact that Newtonian flow results, which are approximate at finite Mach number for Y = 1.4, become
theoretically exact in the combined limit of K. and y + 1.0. See Ref. 2 for an extensive discussion
of this matter.

Tangent wedge/Tangent cone -- local surface inclination methods. Consider a compression surface on a
body at hypersonic speeds. Let e be the local angle between the tangent line at a point on the body and
the freestream direction. If the body is two-dimensional, calculate the pressure at this point as the
pressure that exists behind an oblique shock wave at the freestream Mach number with a deflection angle
a. I.e., assume the pressure at that point is the pressure on a wedge of half-angle s. If the body is
axi-symetric, calculate the pressure at the point as would exist on a cone with half-angle e at the
freestream Mach number. This is the simple essence of the tangent wedge/tangent cone methods. An
example of the tangent cone method is shown in Fig. 11, taken from Ref. 19 (see also Refs. 2 and 7).
Here, the surface pressure distribution is plotted versus distance along the ogive. Four sets of results
are presented, each for a different value of K = M, (d/k), where d/ is the slenderness ratio of the
ogive. The solid line is an exact results obtained from the rotational method of characteristics, and
the dashed line is the tangent cone result. Very reasonable agreement is obtained. In Fig. 11, the
parameter K = ML(d/t) is called the hypersonic similarity parameter; its appearance In Fig. 11 is simply
a precurser to our discussion of hypersonic similarity in a subsequent paragraph.

Shock-expansion method -- a local surface inclination method. Consider a sharp-nosed two-dimensional
or axi-symmetric body. Assume the nose is a wedge or cone with a semi-angle On. Calculate the pressure
at the nose by means of exact oblique shock theory or the exact conical theoryt

5
. Downstream of the

nose, assume a local Prandtl-Meyer expansion along the surface. This is the essence of the
shock-expansion method. Typical results are shown in Fig. 12, which shows the pressure coefficient over
an ogive at zero degrees angle of attack. Fig. 12 is obtained from Ref. 20 (see also Refs. 2 and 7).
The ogive has a slenderness ratio, d/ = T = 1.3. The circles are experimental data, the solid line
represents an exact result from the method of characteristics, and the dashed line is from the
shock-expansion method. Note that the shock-expansion method yields reasonable results.

Summary coments on the local surface inclination methods, It is not possible to state with any
certainlty which of the above methods is the best for a given application. All of these methods have
their strengths and weaknesses, and some intuitive logic is required to choose one over the others for a
given problem. One strength they all have is engineering simplicity. Hence, they are popular design
tools for the investigations of large numbers of different hypersonic bodies. Indeed, all of the local
surface inclination methods discussed above are embodied in an industry-standard computer-program called
the "Hypersonic Arbitrary Body Program" originally prepared by Gentry

2 1
, and for this reason frequently

referred to as the "Gentry program". This program has been in wide use throughout industry and
government since the early 1970's. All of the methods discussed above are options within the Gentry
program, and can be called at will for application to different portions of a hypersonic body. This
program is mentioned here only to reinforce the engineering practicality of the methods discussed above.

Flow field considerations -- the governing eguations. Consider an inviscid flow field. The
governing equations for such a flow are the Euler equations, derived for example in Ref. 9 and 10.
Written in cartesian coordinates they are:

Continuity: -, + a(pu) + .iPa *± a(pw) = 0 (3)
ax ;y az

x-Momentum: p au ++w au au (4)

av as an anY as F (4)

y-Momentum: p + pu a-j + P v + + w -£ - a

aw aw aw avT- w an -PY (5)

z-Momentum: p - + pu + Pv j- +ow -pw(6)

energy : 2 +-PU3e +Pv -e+Pw - p(3.+e-- + -) (7)Pat+P axPvI-+P ~T-Z Wx -- -I)(7



2-6

In Eqs.(3)-(7). the nomenclature is standard. These equations hold whether or not the flow is chemically
reacting. For a nonequilibrium chemically reacting flow, another equation -- the species continuity
equation -- must be added to the above system. This will be discussed later.

Mach number independence. If Eqs. (3)-(7) are properly nondimenslonalized, and if the boundary
conditions for the external flow over a body are taken in the limit of very high Mach number, then the
system of equations and boundary conditions become independent of Mach number. Such results, derived in
detail in Ref. 2, are mathematical proof for the trends observed and discussed in Fig. 9. As a
consequence, pressure coefficient, as well as the lift and wave drag coefficients become independent of
Mach number when M. becomes high enough. Such trends are Illustrated in Fig. 13, obtained from Ref. 7.
In Fig. 13, the measured drag coefficients for spheres and for a large-angle cone-cylinder are plotted
versus Mach number, cutting across the subsonic, supersonic, and hypersonic regimes. Note that, in the
hypersonic regime, CD for both the sphere and the cone-cylinder approach a plateau, and become relatively
independent of Mach number as M. becomes large.

The hypersonic small disturbance equations. The governing Euler equations (Eqs. (3)-(7)) can be
reduced to a simpler system ror the nypersonlc flow over slender-bodies at small angles of attack.
Define the perturbation velocities u', v' and w' as u = V. + u, v = v', and w = w', and form the
nondimensional variables denoted by a bar as follows: x - x/l, y -y/T, z = z/IT , u = U/(VT2).
v' = v'/(VT). W' - W'/(V.T), p . p/(yer 

2p.), and p = p/p. With these quantities, and for an

adiabatic, inviscid (hence isentropic) steady flow, Eqs. (3)-(7) can be reduced by ignoring terms of
order T

2
, where as before, T is the slenderness ratio of the body. The resulting system is (see the

detailed derivation in Ref. 2):

!-+(pv) 4i (pw)= 0 (8)
Ox vy Oz
ax a a- = x

TX T+'v T+ z- ax)

P av' + v av, pw av . - (10)

ax p y 7T ay

n w', v. aw P ' ' . !
7x ay az 

(z

L( _) + v' L (R.) + w' L_(2_) = 0 (12)
a x pY ay PY az pY

Eqs. (8)-(12) are the hpersonic small disturbance equations. They closely approximate the hypersonic
flow over slender bodies. They are limited to flow over slender bodies because terms of order T

2 
have

been neglected. They are also limited to hypersonic flow because some of the nondimensional terms are of
order-of-magnitude unity only for high Mach numbers (see extensive discussion in Ref. 2). Note that u'
in the above system of equations appears only in Eq. (9). Hence, in the hypersonic small disturbance
equations, u' is led from the system. This is a mathematical ramification of the fact that the
change in velocity iWntheflow direction over a hypersonic slender body is much smaller than the change
in velocity perpendicular to the flow. This has implications in the blast wave theory, to be discussed
later.

Hypersonic similarity -- an approximate flow field result. Eqs. (8)-(12), along with the appropriate
boundary conditions, lead to the definition of a hypersonic similiarity parameter K = M= , where as
before r is the slenderness ratio. The following hypersonic similarity principle holds:

Affinely related bodies with the same values of y, K, and a/r will
have: (1) the same values of ct/T

2 
and Cd/T

3 
for two dimensional

flows, when referenced to the planform area; and (2) the same
values of CL/T and CD/T

2 
for three-dimensional flows when

referenced to have area.

Here, cj and CL are lift coefficients, and cd and CD are drag coefficients, Also, Co/T
2 

is a function of
y. K, and a/r. Hypersonic similarity is nicely demonstrated in Fig. 14 (obtained from (Ref. 7), which

gives the calculated pressure coefficient C /Tan
2

ew versus the hypersonic similarity parameter MILTan3w
for a series of wedges of different angles 9w - T. Note that the results for the different wedges tend
to fall on the same curve, except for the very large values of e and for low Mach numbers -- conditions
for which Eqs. (8)-(12) do not hold an hence for which hypersonic similarity is not valid. The
advantage of the hypersonic similarity principle is the same as any fluid dynamic similarity concept,
namely, results for different flows over different bodies can be obtained by correlation from other known
flows, thus reducing wind tunnel work and, today, the amount computer work necessary to study certain
problems. Hypersonic similarity, which is derived from Eqs. (8)-(12), has been thoroughly verified by
experiment (see Ref. 2).

Blast wave -- an approximate flow field method. All practical hypersonic vehicles have blunt noses
and -eadng edges to reduce aerodynamic heating. Therefore, the calculation of the flow over a blunt

body is of extreme interest. Prior to 1966, no truly practical solution to the direct blunt body problem
existed, although many efforts were made during the "old" hypersonics to obtain it. However, for
blunt-nosed slender bodies, a useful, approximate analysis called blast ve theory was developed during
the 1950's and 60's. Blast wave theory assumes the following phystcT picture. Imagine a blunt-nosed
slender hypersonic body moving through the air, as shown in Fig. 15. Imagine also a stationary plane in
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front of the moving vehicle, perpendicular to the vehicle motion, as also shown in Fig. 15. As the
vehicle crosses this plane, the flow field in the lane resembles the flow created by sudden energy
addition at a point, and the creation of a unstady"bast wave" that propagates outward from that point.
The blunt nose "blasting" through the plane provides this energy source. In addition, the body surface
crossing the plane as a function of time resembles an expanding "piston" in the plane, with the
corresponding unsteady flow associated with the expanding piston. Clearly, examining Fig. 15, there is
an equivalence between the unsteady flow in the plane shown at the right, and the spatial variation of
the body coordinates and shock wave shown at the left. This figure illustrates a combination of both the
blast wave analogy and what is frequently called the "hypersonic equivalence principle", relating a
steady hypersonic flow to an equivalent unsteady flow in a plane perpendicular to the motion of the body.

This equivalence is easily seen mathematically by writing the Euler equations for an unsteady
two-dimensional flow in the y-z plane

ap Vi + u3ow) = (13)5t y az

+ a v av+ w . ap +pvy+pwg-j-= -

Sw + PV w waw = (o + r +Pw o Ty (15)

't -) +v + w , PL) w0 (16)

Comparing Eqs. (13)-(16) with (8), (10)-(12) we that they are identical. I.e., the steady
three-dimensional flow over a hypersonic slender body (Eqs. (8), (10)-(12)) is equivalent to the unsteady
flow in one less space dimension (Eqs. (13)-(16)). Using this equivalence principle along with solutions
of the flow behind a blast wave (such solutions for massive energy released at a point were first
obtained by G.I. Taylor

22 
in 1950), the shock wave shape, as well as the inviscid flow field between the

shock and the body, can be calculated. Of particular importance, blast wave theory leads to the
following equations for the pressure distributions over a blunt flat plate.

Cp = 0.17 C2/3 (x/d)
-2 /

3 (17)D

and over a blunt cylinder

Cp = 0.094 C'/' (x/d)
-  

(18)

where C0 is the drag coefficient of the blunt leading edge, x is the running length along the surface
from the leading edge, and d is the plate thickness or cylinder diameter.

A detailed discussion of blast wave theory is given in Ref. 2, and a thorough experimental
investigation of the accuracy of Eqs. (17) and (18) is given by Lukasiewicz

2 3 .

Just for fun, let us use the "old" hypersonics to calculate the pressure distribution along the
windward centerline of the space shuttle. Let L denote the length of the shuttle, and d the thickness of
the fuselage near the canopy. From a good three-view of the shuttle (such as appears in Fig. I of
Ref. 24), the finenes ratio, L/d = 7. Moreover, the drag coefficient of a hemisphere from the Newtonian
theorylB is C0 = 1. Substituting these values into Eq. (18) written as

Cp = 0.094 Cl/
2 

(x/L)-(L/d)
-
' (19)

we obtain

Cp = 0.0134/(x/L) (20)

Equation (20) holds for zero-degrees angle of attack. To take angle of attack, a, into effect, let us
simply add the Newtonian contribution, 2 sin

2
ot , to Eq. (20) obtaining

C = 0.0134/(x/L) + 2 sin 
2
o (21)

Let us choose a point on the shuttle trajectory corresponding to a = 400 and M, = 21.6. For a = 400,
Eq. (21) becomes

Cp - 0.0134/(x/L) + 0.826 (22)

Results from Eq. (22) are plotted in Fig. (16) as the solid curve. These results are compared with
actual flight data from the STS-3 (open circles) and STS-5 (solid circles) shuttle missions; these flight
data are obtained from Ref. 25. The agreement between theory and flight data in Fig. 16 is quite
remarkable, especially when considering that the theoretical curve can be calculated in a few minutes by
hand. From this point of view, the "old" hypersonics can be very useful for some applications.

Thin shock layers -- an approximate flow field. We have discussed in Section 11 that shock layers
over hypersonic bodies are thin (refer again to Figs. 1 and 2). This result can be used to some
advantage in the developmenT'-oT approximate theories for the analysis of hypersonic shock layers, giving
rise to a number of different approaches, all under the general heading of "thin shock layer theory". An
interesting discussion of thin shock layer theory can be found in Ref. 26; additional discussion is given
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in Ref. 12.

A good example of thin shock layer theory is the analysis of Maslen
27
. We do not have the space to

outline this method here (see Ref. 2 for a lengthy discussion of Maslen's method). However. the method
is simple, and leads to reasonable results as shown in Fig. 17. Here, the pressure distribution and
shock shape are given for a hemisphere cylinder. Good agreement is obtained with the experimental
results of Kubota

28
. Also shown are the numerical results of Inouye and Lomaxia.

V. INVISCID HYPERSONIC AERODYNAMICS -- THE NEW

The "new" hypersonics is dominated by computational fluid dynamics (CFO), which has revolutionized
the way we analyze aerodynamic flows for all speed regimes, not just hypersonics. A brief introduction
to CFD is given in Ref. 10 as applied to nWT9h-speed flow. Ref. 29 is a survey of CFD, and Ref. 30 is a
definitive textbook on the subject. Therefore, no further elaboration on the general aspects of CFO will
be given here.

The techniques of computational fluid dynamics and the corresponding development of modern high-speed
digital computers now makes it possible to accurately analyze the complete flow field around a three-
dimensional vehicle for inviscId hypersonic flow. What a tremendous revolution In comparison to the few
approximate methods fron he "oId" hyFrsonlcs! This revolution was started with the advent of
time-dependent finite-difference solutions for flows over supersonic and hypersonic blunt bodies in the
mid-1g60's. The classic paper by Moretti and Abbett

3
l represents the first practical solution of the

supersonic blunt body problem -- a problem that, during the "old" hypersonics, treated the blunt body
with the steady flow equations; it is well known that such steady flows are described by elliptic
partial-differential equations in the subsonic region, and hyperbolic equations in the supersonic region.
This mixed nature of the equations created great difficulty in calculating both the subsonic and
supersonic regions consistently with the same technique. In contrast, the unsteady inviscid flow
equations are hyperbolic with respect to time, no matter whether the flow is locally subsonic or
supersonic. This leads to a well-posed initial value problem, wherein a time-dependent solution starts
with arbitrary initial conditions throughout the flow field, calculates new values of the flow in steps
of time, and approaches a steady-state at large times. This steady-state is the desired result; the time
dependent calculations are just a means to that end. The typical performance of a time-dependent blunt
body solution is shown in Figs. 18 and 19 obtained from Ref. 32. Fig. 18 illustrates the time-dependent
motion of the bow shock wave on a parabolic cylinder at M. - 4, starting with the assumed shock shape at
time zero, and converging to the proper steady-state value at large times. These figures are shown just
to illustrate the nature of the time-dependent technique. Perhaps the best indication of the revolution
created by the time-dependent technique is that the blunt body problem that was once a serious, very
challenging, and extremely difficult problem in the "old" hypersonics, requiring a large amount of
intensive research, is now given as a homework roblem in a computational fluid dynamic graduate course
at the University of Maryland. (For an in trductory discussion on the time-dependent technique, see
Chpt. 12 of Ref. 10).

An excellent exaryle of our current ability to calculate hypersonic inviscid flows is given by the
work of Weilmuenster * Here, a time-dependent method is used to calculate virtually the complete

three-dimensional flow field about a shuttle-like vehicle. Embodied in a computer program called HALLS
(High-Alpha Inviscid Solution) at the NASA Langley Research Center, this solution deals equally well with
both the supersonic and hypersonic flows over most of the body, as well as the subsonic regions
encountered in the nose region, and at the wing-body juncture. Moreover, it can readily treat high
angle-of-attack cases, when large regions of subsonic flow can exist over the windward surface of the
shuttle. However, such a code is not an "everyday" tool in everybody's inventory; HALIS is written for a

vector processor, and a reasonable definition of the three-dimensional flow field requires close to
100,000 grid points. Nevertheless, it represents a benchmark in the "new" hypersonics. To emphasize
this, you are reminded of a statement contained in the classic textbook of Liepmann and Roshko (Ref. 33)
where, in their discussion of the flow over a simple supersonic blunt body at zero degrees angle of
attack, they categorically state that "the shock shape and detachment distance cannot, at present, be
theoretically predicted." Contrast this situation in 1957 with the "new" hypersonics illustrated in Fig.
20, obtained from Ref. 25. Here, we see the complete shock shape and location for a complex
three-dimensional shuttle-like vehicle at high angle-of-attack -- calculated by means of the
time-dependent technique. The solution also yields the complete inviscid flow field between the shock
and the body, Including the surface flow on the body.

If the flow field is completely supersonic or hypersonic, there is no need for a time-dependent
technique; rather, the steady-state method of characteristics, or downstream-marching-finite-difference
methods are sufficient. The method characteristics has been available since 1929, when Ludwig Prandtl
and Adolf Busemann first used it in conjunction with supersonic nozzle flows. Therefore, it was part of
the "old" hypersonics, and it represents an exact solution for the inviscid flow. However, for the
three-dimensional rotational flows which are of primary interest in hypersonics, the method of
che-.cteristics becomes tedious, and requires a massive amount of computations. For this reason, the

practical implementation of the method of characteristics had to wait for the digital computers of the

1960's, and therefore became part of the "new" hypersonics. The work by the late John Rakich and his
colleagues is a good example of this techniquesh.s. In the past decade, forward marching, explicit
finite-difference solutions have become more popular than the method of characteristics because they are
inherently more straightforward to program. The pioneering work on this method was done by Paul Kutler
and colleagues, who applied it to space shuttle flow fields3a3a

. 
This work constituted the first

detailed flow field calculations on the shuttle design. It had, however, a major drawback, namely, that
the calculation would go unstable whenever a pocket of locally subsonic flow was encountered -- once
again the problem of the mixed elliptic and hyperbolic regions. (There is no practical way around this
problem without going to a time-dependent method, as described earlier.) Such pockets of locally
subsonic flow exist near the intersection of the shock waves from the body and wing; as soon as such a
pocket is encountered, the calculations stop. This is why such calculations are carried out for only the

forward portions of the shuttle. A more modern version of the forward marching finite-difiarence scheme
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is the work of Marconi et a1
3 9

, which led to the development of the STEIN code. Maus et al
40 

have used
this code to study high temperature effects on the space shuttle flow field, as will be discussed later.

Note that both the method of characteristics and the forward marching schemes require starting
conditions (initial data) along a surface downstream of the subsonic region at the nose. These initial
data are usually supplied from an independent, time-dependent blunt body solution, as described earlier.

As an interim summary, clearly the "new" hypersonics has profited greatly from the advancements made
in CFD for the calculation of inviscid flows. These are "exact" solutions in that the Euler equations
(Eqs. (3)-(7)) are being solved exactly; no assumptions such as small perturbations or thin shock layers
have to be made. A good example is the development of the HALIS code, used in Ref. 25 and described in
more detail in Refs. 41 and 42. These Euler solutions are being made for three-dimensional flows over
complete hypersonic vehicles -- something the "old" hypersonics only dreamed of.

It is appropriate to end this section with some results for hypersonic inviscid flows obtained in the
era of the "new" hypersonics. For example Fig. 21, obtained from Ref. 40, shows the calculated windward
pressure coefficient distributions over the space shuttle for two angles of attack, and at the widely
different Mach numbers of 8 and 23. The detailed calculations are for Inviscid flow, obtained in the
nose region by a time-dependent technique, followed by an explicit forward-marching finite-difference
solution in the supersonic/hypersonic regions. Note that the Cp distributions for the two different Mach
numbers are virtually the same -- an excellent example of the Mach number independence principle. As an
example of results obtained from the three-dimensional method of characteristics, Fig. 22 shows the
surface pressure distribution over a blunt-nose cone (half-angle of 15 degrees) at an angle-of-attack of
10 degrees, obtained from the results of Rakich and Cleary

35
. The pressure coefficient distributions

are given at three meridional angles; 0 - 0* corresponds to the leeward meridional plane, S = 180' to the
windward plane, and e = 90' half way around. Agreement between the calculations and experiment are
excellent. Note on the windward side that the pressure goes through a local minimum. In expanding over
the blunt nose, the pressure overexpands downstream of the shoulder, falling below the sharp cone result,
and then recompreses to the sharp cone result far downstream. (We note here a weakness of the blast wave
theory discussed in Section IV; blast wave theory is incapable of predicting the type of overexpansion
and recompression seen in Fig. 22.) The overexpansion around the shoulder shown here is typical of
hypersonic flow over blunt-nose axi-symmetric bodies, Note that a similar overexpansion is seen in the
pressure distribution over the bottom surface of the space shuttle given in Fig. 21. Another recent
example of hypersonic inviscid flow are the results of Pfitzner and Weiland

4 3 
for a shuttle-like vehicle.

The inviscid surface streamlines from their implicit, time-dependent, finite-difference calculations are
shown in Fig. 23. Finally, a very recent space and time-marching solution of the Euler equations over an
experimental hypersonic research vehicle configuration is reported by Newberry et al.

4 4  
Using an

advanced finite volume algorithm developed by Chakravarthy and Szema
45

, the results shown in Fig. 24 were
obtained. Shown here are the Mach number contours (a black and white copy of a color graphics display)
at various longitudinal stations along the body. These results represent the present state-of-the-art in
hypersonic inviscid flow field calculations.

IV. HIGH TEMPERATURE ENVISCID FLOWS

Although high temperature flows are not a major aspect of the present paper (such matters are covered
by B. Aupoix in a companion paper to this AGARD volume), they are indeed a major aspect of hypersonic
flow. Hence, some coverage is appropriate here mainly to bring out the primary physical effects. For a
self-contained introductory treatment of high temperature flows, see Chapters 13 and 14 of Ref. 10. For
an in-depth presentation, see Ref. 2.

When a high speed flow is slowed, kinetic energy is converted to internal energy, thus increasing the
gas temperature. At hypersonic speeds, these temperature increases can be severe, as discussed in
Section II. The consequent effects -- dissociation, ionization, high convective and radiative heating
rates, etc., all become a dominant aspect of hypersonics. This was recognized early in the evolution of
hypersonic research, and massive efforts to properly account for these high temperature effects were
mounted during the 1950's and 60's. Great progress was made during these years; the major aspects of a
high temperature chemically reacting gas were generally understood, and numerical methods for including
these aspects in flow calculations were developed. This state-of-the-art was represented quite well by
the books written by Vincenti and Kruger

4 6
, and by Clark and McChesney

4 7
. In addition, the important

aspects of chemically reacting boundary layer theory was nicely described in the book by Dorrance
4
8,

The velocity-altitude regions where various high temperature effects are important for hypersonic
flight are shown in Fig. 25, obtained from Ref. 49. Superimposed on this velocity-altitude map are
several flight paths for hypersonic vehicles. Clearly, high temperature effects are important over a
substantial portion of the flight paths.

In order to understand the nature of high temperature chemically reacting flow, consider the
following. Let f be the characteristic time for a fluid element to traverse a flow field of interest.
Let T be the characteristic time for chemical reactions and/or vibrational energy to approach
equilfbrium. Then, if Tf >> Tc, the flow is considered to be in local thermal and chemical aquilibrium.
If Tf << Tc, the flow is assumed to be frozen. For all other cases, especially when nf- Tc, the flow is
nonequilibrium. For inviscid equilibrium ow, Eqs. (3)-(7) are sufficien:, along with appropriate
equations ofstate for the equilibrium reacting gas. For frozen flow, no chemical reactions occur and
the vibrational energy does not change; this is our familiar calorically perfect gas with constant y.
However, for nonequilibrium flow, Eqs. (3)-(7) must be expanded to include the species continuity
equation

+i at u v +,_- w c, (23)
at ax a - -c
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Here, cj is the mass fraction of chemical species t, and Wi is the rate of change of species I due to
chemical reactions. Eq. (23), coupled with the other Euler equations (3)-(7), determines the
distribution of the various chemical species throughout the nonequilibrium flow field. Again, the reader
is encouraged to study Refs. 2, 46, 47, and 48 for a detailed understanding of such flows.

A classic example of the high temperature nonequilibrium effects on a hypersonic blunt body flow
field was shown in the pioneering study by Hall et al in 1962 (see Ref. 50). They presented calculated
results along two streamlines in the blunt body flow field, streamlines A and B shown in Fig. 26. The
temperature, pressure and density variations as a function of s, the distance along these two
streamlines, are shown in Fig. 27. The temperature along streamline A, TA, exhibits an initial rapid
decrease behind the shock; this is due to the finite rate dissociation of oth 02 and N? and is very
similar to the behavioi observed in the nonequilibrium flow behind normal shock waves

2 
. . The more

gradual decrease in TA for s/R. > 02 is due primarily to the gasdynamic expansion around the body.
Similarly, the initially slight increase in pA and the substantial increase in PA are due to the chemical
nonequilibrium effects, and their subsequent decreases beyond s/Rs = 0.2 are indicative of the gasdynamic
expansion around the body. It is important to note that the flow field temperature is affected the most
and the pressure the least by chemically reacting effects. In contrast to streamline A, streamline B
crosses a much weaker portion of the bow shock, and the gasdynamic expansion effects are dominant over
the purely chemically reacting effects. The corresponding variations of atomic oxygen and atom nitrogen
concentrations are shown in Fig. 28. The increase in both these quantities along each streamline is due
to the finite-rate progression of dissociation reactions in the high temperature flow.

Nonequilibrium processes introduce a scale effect into the flow field. For example, consider the
supersonic or hypersonic flow of a calorically perfect gas over a wedge; we know from the standard
oblique shock solutions that the shock wave is straight, and that a uniform flow exists between the shock
and the wedge surface. The same is true for chemically equilibrium flow. However, in the nonequilibrium
flow over the wedge, the shock wave becomes curved, and the flow is no longer uniform behind the shock.
This scale effect is illustrated in Fig. 29, oTained from the work of Spurk et al

l
. Here, the pressure

and temperature distributions along the surface of a wedge are given as functions of distance along the
wedge. If the gas were perfect, T and p would be constant along the wedge surface: the variations shown
in Fig. 29 are indicative of the substantial influence of nonequilibrium effects.

VII. VISCOUS HYPERSONIC AERODYNAMICS -- THE OLD

The early work on viscous flows in hypersonic aerodynamics centered around solutions of the boundary
layer equations. In this section, to be consistent with our previous discussion on inviscid flow, we
should display the complete Navier-Stokes equations, and then show the boundary layer equations as a
simplified system obtained from an order-of-magnitude reduction of the Navier-Stokes equations. However,
we can not afford the space to write these rather lengthy equations. Instead, you are encouraged to read
the derivation of the Navier-Stokes equations in Ref. 9; these equations are the full equations of motion
for a viscous, compressible flow, including the transport phenomena of viscosity, thermal conduction, and
(for a chemically reacting gas) diffusion. The full Navier-StOkes equations for a chemically reacting
gas are discussed at length in Ref. 2. Similarly, you are encouraged to read the derivation of the
boundary layer equations, also given in Ref. 9. In our subsequent discussion, we will assume that the
reader is familiar with both the Navier-Stokes and boundary layer equations.

Boundary layer results. The results obtained from various solutions of the boundary layer equations
for Wypersonic Flow show that the skin friction and the heat transfer coefficients are both reduced as M,
increases. For example, Fig. 30 illustrates the variation of Stanton number with Reynolds number and
Mach number for an Insulated flat plate. Note that for both laminar and turbulent flow, the heat
transfer coefficient (and skin friction coefficient, as well) decreases as M. increases. The results of
Fig. 30 are obtained directly from Ref. 52. Also obtained from Ref. 52 are equations for stagnation
point heat transfer as follows

(For a cylinder) q - 0.57 Pr-'.6(pe)0. h
5  U2V Ts- -(h aw - hw) (24)

(For a sphere) q = 0.763 Pr- (ep e)°5  F (hew - hw) (25)(PL d-o4T- (aw w

where Pr is the Prandtl number, Pe and u are the density and viscosity coefficient at the outer edge of
the stagnation point boundary layer dU eds is the velocity gradient at the stagnation point, and haw and
hw are the adiabatic wall and actual wall enthalpy respectively. From Eqs. (24) and (25) note that,
everything else being equal, q for a sphere is larger than for a cylinder. This is due the
th*ee-dimensional relieving effect. which leads to a thinner boundary layer on the sphere, hence higher
temperature gradients within the thinner boundary layer. Also assuming modified Newtonian theory,
Eq. (2), we can readily show (see Ref. 2) that at the stagnation point

due

Inserting Eq. (26) into Eqs. (24) and (25). we see that heat transfer at the stagnation point varies
inversely with the square root of the nose radius -- leading to the conclusion that al hypersonic bodies
should have blunt noses to reduce the heat transfer to the nose.

All of the above results are mentioned just to represent the status of the "old" hypersonics, as
obtained from boundary layer solutions. Much was understood about hypersonic boundary layer
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characteristics in the "old" hypersonics; this Is nicely summarized in Ref. 6. Indeed, this era also saw
some of the pioneering work on high temperature effects on hypersonic boundary layers. The classic paper
by Fay and Riddell

5 3 
on stagnation point heat transfer in dissociated air brought out the basic physical

effects of a chemically reacting boundary layer assuming either frozen, equilibrium, or nonequilibrium
flow. The effects of a catalytic wall were also first demonstrated here. For example, the boundary
layer solutions in Ref. 53 were correlated by Fay and Riddell to obtain equations for heat transfer such
as the following for an equilibrium boundary layer.

q - 0.76 Pr-°' ( .e°4(P ww)
O '
1 /dU e 52e

°  
hoq (h. - hw)1 + (Leo* - (271

.6(fpeV ds e hO
Equations similar to Eq. (27) for frozen boundary layers with and without catalytic walls were also
obtained. In Eq. (27), hoe is the total enthalpy at the outer edge of the boundary layer, and h0 is the

average heat of formation for the gas mixture at the outer edge. Also, Le is the Lewis number, defined
as PnD2cp/k, where nl2 is the binary diffusion coefficient. Mass diffusion plays a strong role in
chemically reacting viscous flows (see the extensive discussions in Ref. 2). and the appearance of Le in
Eq. (2?) is a reflection of such diffusion effects. Finally, note the similarities between Eq. (27) for
a chemically reacting gas, and Eq. (25) for a non-reacting gas. Typical results from the Fay and Riddell
analysis are shown in Figs. 31 and 32. In Fig. 31 we see the stagnation point boundary layer profiles of
temperature and atom mass fraction through the boundary layer, where n is a transformed coordinate normal
to the wall. Two results are shown, one for an equilibrium boundary layer, and the other for a frozen
boundary layer with a fully catalytic wall. (A fully catalytic wall is a surface that instantly enhances
the recombination process, such that the chemical composition is in local equilibrium at the wall, no
matter what the state of the boundary layer itself. In most cases, the wall is cool enough such that the
equilibrium value of the atom mass fraction at the wall is zero, CA 0 ; i.e.. in equilibrium at low
enough temperature, the gas is all molecules and virtually no atoms:

7 
Note in Fig. 31 that the

equilibrium temperature is above the frozen temperature. This is because in equilibrium, the highly
dissociated gas at the outer edge of the boundary layer, when encountering the cooler inner regions of
the boundary layer, will recombine, releasing some of its chemical energy, and therefore keeping the
temperature higher than in a frozen flow, where no chemical reactions occur. The equilibrium atom mass
fraction is also shown in Fig. 31, showing a decrease from about 0.5 at the outer edge where the
temperature is high, to zero at the wall, where the temperature is low. The frozen mass fraction also
exhibits a similar variation, but for entirely different reasons. The fully catalytic wall insures
CA = 0 at the cold wall, and the frozen profile of CA through the boundary layer is due entirely to
diffusion -- it has nothing to do with any chemical reactions within the boundary layer, which of course
do not occur by definition of a frozen flow. Stagnation point heat transfer results are shown in Fig.
32. Here, the heat transfer coefficient, Nu/Rel/ is given as a function of the chemical reaction rate;
high rates at the right of Fig. 32 correspond to equilibrium flow, and the low rates at the left
correspond to frozen flow. Note that, for a fully catalytic wall, the heat transfer rate is essentially
the same, whether or not the flow is equilibrium, nonequilibrium, or frozen. Whether the chemical energy
is released within the boundary layer (as in the case of equilibrium flow) or at the wall (as in the case
of a frozen flow with a fully catalytic wall), about the same amount of energy is ultimately transferred
to the wall. On the other hand, if the wall is non-catalytic, as the nonequilibrium boundary layer
results progressively go from near equilibrium conditions to near frozen conditions, the heat transfer to
the wall decreases, amounting to more than a 50 percent decrease at the left of Fig. 32. These results
were the first to point out that the use of a non-catalytic wall can substantially reduce aerodynamic
heating from a nonequilibrium boundary layer.

Non-similar chemically reacting boundary layer flows have been addressed by Blottner
s

-"
s  

among
others. Blottner uses an implicit finite difference method for solving the boundary layer equations.
Ref. 54 treats the case of a dissociating gas, and Ref. 55 extends this work to a partially ionized gas.
Blottner's work soon became the standard method for calculating chemically reacting boundary layers around
hypersonic hodies, and it remains so to the present day. A sample of Blottner's calculations for the
nonequilibrium flow over a 10" cone at 100,000 foot altitude and V. = 21000 ft/sec is given in Fig. 33.
Here, the atom mass fraction is shown as a function of the normal coordinate across the boundary layer at
several streawise stations. Note that the atom mass fraction increases with distance downstream of the
nose within the hot region of the boundary layer, approaching the equilibrium values far downstream.

Viscous interaction, The physical nature of the classic viscous interaction problem was discussed in
Section II. It can be readily shown (see for example Ref. 2) that the governing viscous interaction
parameter for pressure distribution is

M 
3

-- ' (28)

where C * Pw w/Pe e. The variation of pressure as a function of x depends on whether the viscous
interaction is strong or weak. For the strong interaction region, the boundary layer grows very rapidly,
the outer inviscid flow is greatly affected, and the effects on the inviscid flow feed back into the
boundary layer itself. For the weak interaction regime, the feedback of the changes in the outer inviscid
flow are small, and are not included. Typical viscous interaction results for both the strong and weak
interaction regimes on an insulated flat plate are shown in Fig. 34, obtained from Hayes and Probstein

.

Note that viscous interaction effects become stronger as M. increases and Re decreases.

VIII. VISCOUS HYPERSONIC AERODYNAMICS -- THE NEW

Once again, the application of computational fluid dynamics distinguishes the "new" from the "old"
hypersonic aerodynamics. In modern hypersonic aerodynamics, calculations are now made assuming the
entire shock layer is viscous, all the way from the body to the shock wave. There is a hieracrchy of
solution techniques, generally classified under: (1) viscous shock layer (VSL) solutions, (2)
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parabolized Navier-Stokes (PNS) solutions, and (3) full Navier-Stokes solutions. There is no space in
the present paper to do justice to these techniques -- see Ref. 2 for a detailed discussion. Only a
brief mention is given in the following paragraphs.

VSL technique. In 2970, R.T. Davis presented a simplified fully viscous shock layer analysis for
hype rsoiTc ow. This work was nicely extended to a detailed chemically reacting shock layer by
Moss". The work of Moss has been progressively extended to include shock layer radiation, ablating
gases, turbulence and foreign planetary atmospheres. Indeed, Moss's later work has led to a very
exciting "first" in modern hypersonics -- the design of the Galileo heat shield by means of detailed flow
field calculations. Previous reentry vehicles such as Apollo and the space shuttle were designed by
means of a combination of wind tunnel data and approximate calculations. However, the final design of
the heat shield for the Galileo Probe (planned for a future launch towards Jupiter), was performed on the
basis of Moss's detailed viscous shock layer calculations. These calculations, and their progressive
development, have been extensively published; for a recent summary, see Refs. 58 and 59, and the
references contained therein. It should be noted that some results in Refs. 58 and 59 were also obtained
by means of a time-dependent viscous shock layer analysis derived from the work of Kumar et a16

0 .

Typical results from Moss's work are shown in Figures 35 and 36, taken from Ref. 59. In Figure 36, the
time-varying contours (due to surface ablation) are given for the Galileo probe for various times during
its Jovian entry trajectory. Figure 3Sgives the calculated radiative and convective heat transfer to
the stagnation point; note in particular that the heating to the Galileo probe is predicted to be
virtually all radiative, because the convective heating is negligible due to massive ablation. Again, it
is this type of data that has gone into the detailed design of the Galileo heat shield -- truly a
benchmark event in the development and use of detailed, modern hypersonic flow calculations.

PNS technique, Modern CFD applications for viscous shock layers have focused around a simplification
of ti aer-toKes equations, wherein the streanmwlse viscous terms are neglected. This leads to a
system of parabolic partial differential equations called the parabolized Navier-Stokes (PNS) equations,
which can be solved as a steady state problem, hence running in a fraction of the computer time that
would be required for a time-dependent solution. Indeed, a rather standard PNS code has been developed
which is now used by more than SO laboratories and agencies throughout the country. This code has
developed out of work originally carried out by Tannepjll at Iowa State University (see for example Ref.
61), nd refined by Schiff and teT0

2 
and others

63 -
. A recent application of the PNS technique to

the flow field over the space shut te has been made by the late John Rakich and colleagues, as described
in Ref. 67. More recent PNS calculations dealing with equilibrium and nonequilibrium viscous flows are
given by Prabhu et a? in Refs. 68 and 69.

Full Navier-Stokes solution. The complete Navier-Stokes equations are being solved by means of a
time-marching finite difference approach. Perhaps the best example of this type of solution Is the work
of Shang and Scherr

7
0, where the hypersonic viscous flow over a complete airplane configuration, namely

the X-24 research vehicle, was calculated. This is an historic calculation -- the first time that a
Navier-Stokes calculation has been made for a complete airplane. A result of this work is shown in
Fig. 37, which illustrates the surface streamline pattern (local directions of the shear stress).

Viscous Interaction. In the "old" hypersonics, viscous interaction effects were treated as a coupled
problem between the boundary layer displacement thickness and a generally approximate calculation of the
outer inviscid flow. Today, such a philosophy can still be used combining modern inviscid
three-dimensional flow solutions along with a three-dimensional boundary layer analysis. However, the
coupling of these two analysis still leads to an approximate estimate of the viscous interaction effect.
In contrast, a second philosophy, described in the previous paragraph, involves the solution of the
complete viscous shock layer, wherein viscous interaction effects are naturally accounted for. A very
interesting and definitive study of these two philosophies has been recently carried out by McWherter
et al

7
l. This work represents the best example to date of the modern hypersonic state-of-the-art for

viscous interaction effects. In Ref. 71, both an inviscid/boundary layer technique and a PNS solution
are used to calculate the hypersonic flow over slender, blunted cones at moderate angle of attack.
Typical results are shown in Figs. 38 and 39, taken from Ref. 71. In Figure 38, the pressure
distribution, p/p, as a function of distance from the nose, is given for a blunt 4-degree cone in a Mach
10 flow at an angle-of-attack of essentially 3 degrees. Results are shown f,r both the windward (#-D)
and leeward (*-180*) centerlines. The open symbols are experimental data from Ref. 72. Calculation for
both the inviscid/boundary layer (30V) and the fully viscous shock layer (PNS) are also shown. This
figure illustrates three important trends:

(1) The difference between the 30V and PNS calculated results clearly demonstrates the substantial
magnitude of the viscous interaction effects.

(2) The fully viscous shock layer calculations (PNS) does a reasonable job of calculating the
viscous interaction effect, as seen by its fairly good agreement with experiment.

(3) The viscous interaction effect is stronger on the leeward surface than on the windward surface;
this is expected due to the locally higher Mach number and lower Reynolds number on the leeward
surface.

The viscous interaction effect on axial force coefficient is shown in Fig. 39, where the two sets of
calculations are compared with experimental data obtained from Ref. 73. Again, the PNS solution does a
good job of predicting the data, and again the magnitude of the viscous interaction effect on CA is
substantial.

To conclude this section, something should be said about the effects of flow separation at hypersonic
speeds, because this is truly a "viscous interaction" of the first magnitude. The prediction of flow
separation has always been a challenging problem in fluid mechanics; hypersonitcs is no exception. In the
"old* hypersonics, the analysis of three-dimensional flow separation was virtually nonexistant. However,
for the new hypersonIcs, the power of CFO is opening greater possibilities for the solution of this
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problem. An example is shown in Fig. 40, taken form the work of Gnoffo
7 4

. Here, a PNS code is used to
calculate the flow over a bend biconic at Mach 6. Figure 40 is a velocity vector diagram in the
cross-flow plane of the region near the leeward centerline when the body is at an angle-of-attack of 20
degrees. Note the region of flow separation. Figure 41, also taken from Ref. 74, shows the comparison
between calculated and measured separation lines along the leeward surface for the same case. Excellent
agreement is obtained, clearly illustrating the power of modern, detailed viscous flow calculations for
the prediction of separated flows.

IX. CONCLUDING REMARKS

This survey of inviscid and viscous hypersonic aerodynamics is an attempt to wet the interest of the
reader in learning about the important developments in the field since the early 1950's. We have only
scratched the surface here. Again, the author begs forgiveness from his colleagues whose work is not
listed here -- there simply was not room nor time to do so. The reader is strongly encouraged to read
the hypersonic literature; the references listed here represent just a start. A much more thorough and
reasonably complete discussion of hypersonic and high temperature gas dynamics can be found in Ref. 2, to
which the reader is particularly directed for additional study.
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FIG. 24: Mach number contours for a hypersonic vehicle. Inviscid finite
volume calculations from Ref. 45.
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AN INTRODUCTION TO REAL GAS EFFECTS

B. Aupoix

ONERA-CERT
Department of Aerothermodynamics

31055 TOULOUSE CEDEX

Summary

Real gas effects are due to the trsnsformation of an hypervelocity flow into an hyperenthalpy flow. The flow is thus the
room of various phenomena, chemical reactions leading to dissociation and ionization, energy exchanges between degrees of
freedom of particles ...

The physical background is introduced in the first section. The thermodynamic properties of molecules and atoms are

first described. The flow equations are derived from description of the microscopic behaviour of particles. The chemistry,
either in the gas or at gas/surface interfaces is discussed. Results for air at chemical equilibrium are presented as an
illustration. A simple model is aiso given.

Examples of flow with real gas effects, relevant to space shuttle reentry, are given in the second part. The relaxation
behind the shock wave is first studied. Shock layer and boundary layer flows around the body are then investigated. At

last, the ionization problem is mentionned.

Introduction

At room temperature, .an be modelled as an ideal gas, ie a gas the thermodynamic properties of which do not depend
upon the temperature (C., C.,-y... = constants). This is not so when the temperature, or the energy of the gas, increases.
For example, for a shuttle reentry, at 70 km altitude, the Mach number is about 25, so that, behind a front shock wave,

according to Rankine-Hugoniot formulae, the Mach number should decrease to 0.38 and the static temperature be multiplied
by 122.5, leading to temperatures in the shock layer of about 25000K. The transformation of kinetic energy into thermal
energy, or of an hypervelocity flow into an hyperenthalpy flow is such that air can no longer be considered as &x. ideal
gas. Energy is then stored in the internal degrees of freedom so the above mentionned coefficients vary with temperatu..
Moreover, chemical reactions occur at these temperatures, leading to dissociation of air molecules and ionization of the flow.

The study of high temperature flows has been called oerothermochemistry by the late Professor Th. Von Kirmin. This
lecture is aimed to give the reader a first flavour of aerothermochemistry.

The first part deals with the basic physics needed to study high energy flows, i.e the description of thermodynamical

properties of molecules and atoms, the derivation of the governing equations from the description of the microscopic
behaviour of particles, and the chemistry. The radiation phenomena, which is important at very high temperatures, will
not be addressed here.

The second part is devoted to some examples to bring into evidence the r6le of various phenomena in hypersonic flows.
For the sake of simplicity, we shall restrict us to reentry problems for space shuttles or missiles.

PART ONE: PHYSICAL BACKGROUND

It is not our purpose to make the reader an expert in physical gas dynamics in such a short course, but just to provide him
the basic ideas of the physics of arothermochemistry. The reader is asked to refer to standard textbooks [26] [31] [42] [63]
1105] for a more complete information.

I rhermodynanic background

1.1 Energy levels In a molecule

Energy can be stored in various ways in a molecule as depicted on flpire I. The first mode is the kinetic energy due to the
Brownian motion of the molecule. This Brownian motion corresponds to three degrees of freedom. When the molecules
are excited, energy can be supplied to the electrons, so that they can move to higher energy levels. Climbing energy levels
requires energy, while falling down leads to an energy release, e.g a photon emission. At high excitation levels, the electron
leaves the molecule, it is the ionization process. Molecules can also rotate around their center of mass. As the bound
between the atoms is very rigid, diatomic molecules can be viewed as dumb-belle, the axis of which is a very rigid spring.
When molecules collide, energy can be supplied to the rotation motion. For a diatomic molecule, rotation has two degrees
of freedom, as the inertia with respect to the molecule axis is negligible. At last, excited molecules can vibrate, i.e the
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Figure 1: Diatomic molecule energetic modes (from57])

*spring! between two atoms allows them to move along the axis with respect to each other. The vibrational energy is due
both to the kinetic energy of the vibrational motion and to the potential energy of the bound. When the vibration energy
s inarp, the atoms may part, it is the dissociation process. The internal energy of the nucleus is neglected as no nuclear

reactions are accounted for.
Atoms also have translation and electronic excitation energy but they cannot vibrate and the rotation motion can hardly

be excited by collisions and is negligible.
All energy levels are quantified. Changes in rotational or vibrational levels may also correspond to a photon emission.

Translational energy states are determined by the set of quantum numbers 1, electronic energy states by s, rotational energy
states by j and vibrational ones by v.

Collisions between particles tend to homogenize the probability of the energetic state of particles so that they tend
towards thermodynamic equilibrium in which energy is "equally" distributed among particles and energetic modes.

1.2 Partition function

The important Boltzmann H theorem will not be demonstrated here, readers are referred to standard textbooks [421 [63]
I10S). An application of this theorem is however given in section 2.3.1. This theorem shows that, for a given energy, a

given number of particles in an insulated volume tend towards the most probable energy distribution, i.e the Boltzmann
distribution This is not true at very low temperatures which are out of concern here.

As pointed out previously, the energy is quantified, i.e it does not vary continuously but on a set of discrete energy
levels. A given energy level e, can however be obtained in various ways, the degeneracy gi of the energy levels is the number
of ways they can be obtained.

If ni is the number of particles at the energy level i, N the total number of particles and E the energy of the system, it

is obvious that

N = n

E =

The Boltzmann distribution (see section 2.3.1) gives the number of particles in each energy level as

u1 = Agj exp (Pei)

where A and 0 are constants. The number of particles in each energy level can be expressed as

€=N& Pei) where Q= g expp(#q)

Q is the e-er a tion 14n-ti-u of the ytem, it represents how the energy levels are populated.
The coefficient D can be calculated in various ways, either from the system entropy to fit statistical thermodynamics

11051 or by considering an atom gas without electronic excitation 1421. It is then shown that

I,6=- 1

where k is the Boltsmaun constant. So the population reads

Le a a given temperature, the population decreases exponentially with the energy of the level while the population increases
with the temperature for the most energetic levels.

The energy of a given state is the sum of the energy of the differente modes e .-C + C, + e + C while the dgeaneracy
is the product a = gir.eig. so that the partition function reads

g- l e g. + ej +,.Q=~2X~gt~gjuexp- kT
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(obviously, for atoms, = .= 0, g, = g. = 1). If the energy states are independent, the partition function can be expanded
as

Q = Qtrans Qelec Qrot Qvib

Qtrans = 9g exp - T

Qelec = g, exP T

Qrot = gjexp-

Qvib = Eg.exp-

The expressions of these different partition functions will now be detailled.

1.2.1 Translation

For N particles of masn m inside a box of size (ai,a,as), the energy levels are obtained from quantum mechanics as

h3 [n', !-'.
= S al al~ all

where h is the Planck constant. As each energy level can be obtained only in one way, the partition function reads

Qtra.= E2 E
When the box sizes tend towards infinity, the quantified levels become very close so that the above sum can be approximated
by an integral. As

I_ h- A' _ 2wmkT
fexp o1 8mkT u 1  aLV -

the translation partition function of the system reads

Qtrans = V ( Vrnk)

On the other hand, either from gas kinetic theory (see e.g equation 10) or from thermodynamics (see section 1.3 below),
the volume can be linked to the pressure and temperature as

pV = NkT

so that the partition function for a particle can be expressed as

1.2.2 Electronic excitation

The electronic excitation partition function reads

Q el ec = 9 ex p - c
S kT

L,/kT is usually large so that only a few levels are populated and the sum can be restricted to the first terms. It must be
mentionned that the ground energy corresponds to zero energy (co = 0).

1.2.3 Rotation energy

For the sake of simplicity, only diatomic molecules will be considered since CO and HO are negligible in air. If m and
m2 are the masses of the two atoms and r0 the distance between their centers, the inertia moment of the molecule for a
rotation axis normal to the molecule axis is I = mjm2/(mj + m,)ro or I = fmrr for a symmetrical molecule.

Quantum mechanics give the energy for the state j as
h'

while the degeneracy is gj = 2j + 1. The partition function reads

Qrot = (2+1)ex (j + 1) (2j + 1) exp ( +1)rot)

where the rotation temperature is defined as $rot = h'/(SwIk). As the rotation temperature is smal ( 5.8K for N3, 2.5K
for NO), the above sum can be approximated by an integral so that

T
Qrot = T



3-4

The ahove premnted formulae are for heteronuclear molecules. For homonuclear molecules, a rotation of 180 degm do not
modify the molecule, so a correction must be introduced. The partition function reads

1iT

Qro =i
Urot

where a i the apmnusry number that is 1 for heteronuclear molecules and 2 for homonuclear molecules.

1.2.4 Vibrational energy

From the previously introduced analogy between atom bound and a spring, the molecule can be modelled as an harmonic
oscillator. Quantum mechanics state that the energy levels are

e. = (2v + )o o 1 !/w

2

and no degeneracy i allowed. As the ground state v = 0 corresponds to no vibrational energy, this energy i substracted
so that r. = vhv and the partition function reads

and since I + z + e + za... . the vibration partition function can be approximated as
1w

Qvib I where Ovib =U
1- exp--*f

1.2.5 Anharmonicity

The harmonic oscillator hypothesis is however too crude and enharmonic effects must be introduced. On Figure 2, the
potential energy and vibrational levels of a diatomic molecule are represented as function of the distance r between the
centers of the two atoms. The real curve is the solid line. As interatomic forces are attractive at large distance and
repulsive at small distance, an equilibrium situation exists for ro. When the interatomic distance increases, the potential
energy increases up to the dissociation energy D. The harmonic oscillator is a fair approximation for interatomic distances
close to the equilibrium situation but fails for large departures from the equilibrium situation as it is easier to move the
atoms apart than closer. The harmonic oscillator and the equally spaced vibrational levels are indicated by dashed lines.
The real vibrational levels are indicated by solid lines, their spacing decreases when the energy increases.

anharmo...ni"--cityro.c S~I~~o

------------

1.. op go h rottio an the.. vibration e

,,

Figure 2: Potential energy ad vibrational leven for a diatiom c molecule (from [105i

The harmonic oscillator model gives however fair predictions, except for high energies which correspond to an important
population of the upper vibrational levels. Approximte corrections methods have been proposed to take into account the

aharmonicity.

1.2.6 Coupling of the rotation and the vibration

Vibration changes the ditace between the two atoms and the inertia moment of the molecule, so that the vibration and

rotation are coupled. The effect of this coupling is of the same order of magnitude as the anharmonicity so that both are
sometimes modelled together [105].

This coupling can be accounted for by defining rotationau states for each vibrational level [2]. The partition function
now reads

Q = QtranmQelecQvibrot

and the vibration-rotation partition function reads

Qvlb,rot = E Uj -P s'4. j U--

wher a is the symmetry number introduced in section 1.2.3 end still g(v,j) = 2i+1. The energy level can be approximated,



by neglecting the higher powers of j and v as 121

=he [(W. - W'Z.) + (B. - j U + ) - w.z.v' - avj ( + 1) - D9 (i + 1)]

1.2.7 Use of spectroscopic data

As mentionned previously, changes in electronic excitation, rotational or vibrational levels may correspond to the emission
or the absorption of a photon. The quantum theory selection ruls allow changes of only ± one level, and the frequency v'
of the emitted or absorbed light is given by the Bohr equation

ha = ej+j - ci

where i is the quantum number of the lower energy state (electronic excitation, rotation or vibration).
The energy levels can thus be determined from absorption and emission spectra of molecules. For example, rotational

spectra of molecules shows up in the far infrared %. iile vibrational spectra in the near infrared. Both emission and absorption
techniques are used. The above spectroscopic constants w., w.z,, B., a., D, are so determined. A review of spectroecopic
data can be found in 123) to calculate the energy partition function.

1.3 Determination of thermodynamic functions

The thermodynamic functions which are used to represent the state of the system can be calculated from the partition
function. The partition function for a system of N particles reads

Q E g, ep- ,

kT

while the energy is given by
N= , exp

EQ
From these two relations, the energy can easily be computed as

E = NkT2al
n Q

aT

From the Boltzmann H theorem, the entropy of the system is

S =Nkn N1 - pI + 1 +

so that it can be expressed as

S=Nk [In 1 +1+ T2nQ]

The Helmholtz free energy is defined as
F = E - TS (t)

and is so
F =-NkT (i + 1]

Differenciation of equation (1) together with the Gibbs equation

- = + nipidNr (2)

where S is the entropy,,p1 is the chemical potential per particle and capital subscript I indicates chemical species, leads, for
a pure gas, to

p=NkT~-i
n 

S

8v
which reduces to the standard form pV = NkT since Qtrans is proportional to the volume while the contribution of internal
modes are independent of the volume. This equation can be written in various forms, by introducing the density p = Nm/V
and the molar mass M = A'm where X is the Avogadro number

pV = NkT

p = -kT = &.WkT
=m M

= P- T = pRT

where R = ilk is the universal gas constant while R = RIM is the gas constant for the studied gas. The expression for the
chemical potential can also be derived from equations (1) and (2) as

il 
= 

-kT In
N
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The enthalpy is defined as H = E + pV i.e

H = NkT 8 
T + NkT

and the Gibbs free energy can be expressed either as

G = E + pV - TS = H - TS

or as
G = N&r

All the above values (except the chemical potential) where obtained for N particles. The molar values are obtained by
letting N = M/. Moreover, the formation enthalpy of the species must be accounted for. By convention, this enthalpy is null
for species existing at standard conditions (O, N2, Ar) and also for the electron. If H? is the molar formation-enthalpy of
species I, the above relations read, for molar values

OG=A 1 = HRTIn Q1

H, = H?+RT'aOnQ'aT
Ei = Hi- XT

It is also interesting to introduce the specific heat coefficient at coriAtant pressure

Cp, H'r -TS a2'4

= =-' T

1.4 Contribution of the degrees of freedom to the energy

As, in a first approximation, the partition function can be expressed as

Q 11 Qmodes
modes

and the mean energy per particle reads

the mean energy per particle can be expressed as

e=kT'
8 E nQmdes T "Qmde= Md.

82 modes modes

i.e if the energy modes are assumed to be uncoupled, the energy is the sum of the energy of each mode.
The energy of each mode will be expressed to compare their relative order of magnitude:

" The translation energy partition function for a particle reads

Qtrans = V h

so that the translation energy is
etrans = kT' -- = U T'-.!y- = i kT

i.e the translation energy is proportional to the temperature, or, more precisely, the temperature is defined from the
translation energy.

" The electronic excitation can be represented by only considering the first two states as

Qelec= +9seJp - =D + 9ex1(-P -

so that the energy reads

'elec kS - hD1  
(4el= l I + ILx (

l+ex -

i.e the electronic excitation energy is an always increasing function from zero at OK to an asymptotic value of k19gj/(go+
g1). As an illustration, fig,/(go + gi) is equal to 460K for O, 87K for NO and 1900K for N. This asymptotic limit
has little meaning as higher levels are substantially populated at high temperatures. It however shows that NO will
be more easily excited and ionized than 0, or N.

a The rotation partition function can be approximated as

Q1,t = T

so that the rotation energy reads
trot = kT

i.e the rotation energy is two third of the translation energy.
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s The vibrational partition function can be approximated as

1

and the vibrational energy is

Cvjb k8v b

i.e this contribution increases with temperature from zero at OK to kT at high temperature, i.e while at low temperature
the rotational energy is already equal to kT and the vibrational energy is negligible, the vibrational energy is equal to
the rotational energy when the temperature is large compared with the characteristic vibrational temperature which
is about 3000K for nitrogen, oxygen or nitrogen monoxide. As temperatures around bodies in reentry flows are usually
about 5000K, the vibration energy is smaller than the rotation energy but however of the same order of magnitude.

1.5 Gas mixtures

1.5.1 State equation

The Dalton law can be demonstrated either from the above thermodynamic approach or with the help of gas kinetic theory
(see e.g equation (11) in section 2.5). The pressure is the sum of the partial pressures of the various species. Each species
behaves like a perfect gas, so

pV = p pV = NkT = NkT
I I

where N, is the number of particles of species I in the volume V. This equation can also be rearranged by introducing the
density of the species p, and their molar masses M, as

p= E-' kT E ' R

A mean molar mass M can be defined as

p = nM=Zp,

L = E__

M ,M, ,M,

where Yj = pl/ are the mess fractions, and n the number of moles per unit volume. The pressure can thus be expressed as

p = p=T

The compressibility factor is defined as the ratio between the mean molar mass of the mixture and its value M0 for non-
dissociated gas as

z M

so that the state equation reads

p = ZRpT Ro MMo
where P& is the gas constant for non-dissociated gas. Conversely, the partial pressure of a species can be expressed in terms
of the mixture pressure as

n! pI/MI
p, = np = p/-7p

1.5.2 Thermodynamic properties of a mixture

The enthalpy of a gas mixture is the sum of the enthalpy of all particles. It is convenient to define the enthalpy per mass
unit for each species h

H,hi= !!, H, :molar enthalpy

so that the mixture enthalpy reads
ph = Zp,h, h = F Y,h,

I
Similarly, the energy of a gas mixture is the sum of the energies of all particles.

The Gibbs free energy of a gas in a mixture depends upon its partial pressure as

G, = HO - RTInQ, + RT nP

where p+ is a reference presure (I atm). The mixture Gibbs free energy is thus obtained similarly as

g= yg, g, = ,, M,
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The specific heat of the mixture is still defined as TT)
so that, from the definition of the mixture enthalpy, it reads

Cp = Yg~-'+ h~y-2 YCp + y2 h,

where the Cp1 are here the specific heat per mass unit (i.e the above defined molar specific heat divided by MI). The

problem is to evaluate the partial derivative of man fractions with respect to temperature. This has generally no meaning,

except for two cases

" When the species mass fraction are constant. The "frosen" specific heat is then defined as

Cp, = ,CpI

" When the flow is at chemical equilibrium. In this case, the maw fraction and all thermodynamic properties depend

upon only two thermodynamic variables, e.g the pressure and the temperature. The derivative (aY1/OT) at constant

pressure can be defined (see section 4).

1.6 Practical evaluation of thermodynamic properties

The thermodynamic properties of each species and of the mixture can be calculated from the knowledge of the partition

function. But this function is, as already seen, quite complex to evaluate. Spectroscopic data can be found in [23].

Slighlty simplified models have been proposed by Allison 121 and by SchMer [94] in which the anharmonicity and the

vibrational-rotational coupling are treated simply. These models are however still costly as the partition function calculation

requires the evaluation of several exponential functions.
Polynomial fits for the entropy, the enthalpy and the specific heat as function of temperature are given in [52] 69].

These fits are quite accurate and computational time saving.
At last, thermodynamic properties are tabulated as function of the temperature in JANAF Thermodynamic tables [101].

Some results on thermodynamic properties of air at chemical equilibrium will be presented in section 4.

It must be mentionned that all this thermodynamic study has been done assuming that particles have undergone enough

collisions for their energy to be "equally" distributed over all energetic modes. This is not always so as will be shown in

section 2.6.3. The reader is referred to standard textbooks (e.g [105]) for further information.

2 Gaz kinetic theory

The Navier equations can be derived from tensorial analysis, the transport coefficients are then to be fitted with experimental
values. Gas kinetic theory provides a tool to derive, from a description of particles behaviour at the microscopic level, both
the flow governing equations at a macroscopic level and formal expressions for the transport coefficients.

Three length scales are to be considered, i.e

a A characteristic length scale of the flow at the macroscopic level, e.g the length of the body or the thickness of the
boundary layer or the shock layer

" The mean free path, i.e the mean distance a particle travels between two collisions with other particles

a The interaction distance, i.e the distance at which interparticle forces act, or the maximum distance between two
particles for their trajectories to be modified by the presence of the other particle

Herein, we shall restrict ourselves to the case of a dilute gas, i.e the interaction distance is small compared with the mean free
path. The collisions between particles are unaffected by the presence of other particles. This is not always so for plasmas
in which coulombic forces can have a long action range. Consequently, only two-particles collisions are to be accounted for.

Moreover, we shall assume the flow to be a eontinuous medium at the maroscopic scale, the mean free path being
small compared with the flow characteristic length scale. Rarefied gas, in which this hypothesis is not fulfilled, will not be
addressed here.

The following presentation of gas kinetic theory is widely influenced by Brun [26] and Hirschfelder [63] textbooks.

2.1 Description of the collision

The basis of gas kinetic theory is the description of the behaviour of particles at the microscopic level. With the above
hypotheses, particles have a random walk, made up with straight lines and deviations due to collisions. These collisions
reflect the fact that, when two particles ar close enough, their electronic clouds are distorted. At amoderate* distances,
particles attract each other but repeal at shorter ditances. As a first approximation, particles will he described as points
having -s and momentum but no internal energy. No exchange of Internal energy occurs during collisions, the collisions
are elastic. The anisotropy of the particles will also be neglected.
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2.1.1 Interaction potential

For elastic collisions, the interaction force between non-polar particles depends only upon the distance r between the
particles. This force F can then be related to a potential P, the interaction potntiial as

F~r) d'P
dr

Various forms have been proposed to describe this interaction potential. The simplest one is the rigid sphere potential in
which particles are described as billard balls which cannot interpenetrate and reflect speculary. The potential (Figure 3)

r<d p-oo

r>d p=0

leads to very simple calculations. A more realistic, and very popular, potential is the Lennard-Jones potential which
describes both the attractive and the repulsive zones as

p= [4,- (rj)r

where the two coefficients e and d represent respectively the strength of the attraction and the distance at which repulsion
occurs (Figure 4). These coefficients have to be obtained from experiment, e.g by fitting values of the gas viscosity. Other

r

Figure 3: Rigid sphere potential Figure 4: Lennard-Jones potential

simple models are available such as the Sutherland or the Buckingham potentials. For interactions between atoms, the
potential can be linked to spectroscopic data of the molecule they can form [661 [104].

Figure 5: Three dimensional representation of the collision (from [63])

2.1.2 Reduction of the collision

The collision between two particles is a priori a three dimensional problem as depicted on figure 5. However, as the two
particles form an isolated system, the study of invariant will enable us to simplify the analysis.

a The conservation of momentum implies that the trajectory of the center of mass of the two colliding particles is not
modified, as shown on figure 5.

" As the interparticle force is an axial force, the angular momentum of the system ormed with the two particles is also
conserved. The separation vector between the two particles thus remains normal to a constant direction. At each
time, the two particles lie in a plane normal to this direction (Figure 5). All these planes can be collapsed into a single
one in such a way that the center of mass is a single point (Figure 6).

This representation brings into evidence the parameters which describe the collision, i.e

a The impact parameter b, i.e the distance of closest approach in absence of interparticle forces

a The deflection angle X
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Figure 6: Two dimensional representation of the collision (from 1631)

The trajectories of the two particles during the collision are described by the interparticle distance r and the angle 0. From
the conservation of the angular momentum and of the total (potential + kinetic) energy of the two particles, the problem
can again be reduced to the evolution of an hypothetical particle of mass j = nkrn/(m, + mj) where m6 and m, are the
masses of the two colliding particles, moving with the relative velocity R = 14- i as depicted on figures 7 and 8. Figure 8
illustrates the influence of the interaction potential. We shall see later that the angle of deflection X is the only practical
parameter in transport properties calculations. It depends upon the impact parameter b, the relative velocity g of the
particles and the interaction potential ip as

x(b,g) = - 2b - dr/r'

where r,_ is the distance of closest approach given by

MOLECULE- MOLECULE ATOM-ATOM
POTENTIAL, U POTENTIAL,U

Figure 7: One body description of the collision Figure 8: Artist view of the collision showing the
(from [63]) rble of the interparticle force (from [571)

2.2 Boltzmann equation

2.2.1 Density probability function and macroscopic properties of the flow

For free molecular flows, i.e when the mean free-path is of the order of magnitude of the flow length scale, the description of
the collision is sufficient to follow the trajectories of individual particles. As we are concerned with the continuous regime,
the number of particles is so large that this task is out of reach. Statistical tools will be used. Let us denote f the probability
density to have particles in an elementary volume of space around point T with a velocity I. The number of particles per
unit volume n i thus n ( r , t ) f / ( , 1, t ) I,
The macroscopic value (noted < Q > ) of any quantity Q linked to the particles can be defined as

n < Q >=/fQ (tao) f(ra,)% ()

and the average gas velocity is so defined as

It is also interesting to introduce the peculiar veloeity of the particles
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am the fluid energy can be splitted into two parts

J I Mu'fd~ii = J m (u + c) 2fd'1 = U Jmufd~y2 + f mcfst

the first part being the macroscopic kinetic energy of the flow while the second represents the translation energy of the
particles.

The flux of a quantity Q through a surface moving with the macroscopic flow can also be defined with the help of the
probability density function. The number of particles passing through and elementary surface ds having a normal vector
A during time dt is J (N. )fddf 6 dt

so that the flux of the quantity Q reads

f Q (A -. ) f dd =tLN [f Qfc e] ds

where f Qfcd'. is the flux of Q. Let us consider some examples.

" The mass flux (Q = m mass of the particles )

f mfcdc =nm <.C >= 0

It must however be pointed out that the mass flux is zero because we are dealing with identical particles. For a gas
mixture, each species has its own peculiar velocity which represents its diffusion. The mass flux is thus linked to the
species diffusion (see section 2.5).

" The momentum flux (Q = mg momentum of the particles)

f mgfg d' =nm < c >= p < fe >

This second order tensor represents momentum exchanges inside the gas, it is the stress tensor.

" The energy flux ( Q = !me' Translation energy of the particles, as no internal energy is accouted for)
12 ' 1 <2 1>=lI -Cm fd £ = -nm <CK > p < c2a >

This vector represents translation energy exchanges, it is the heat flux.

Once the density probability function f is known, this approach gives the expressions of the mass diffusion, the stress tensor
and the heat flux.

2.2.2 The Boltzmann equation

The flow governing equations can also be derived with the use of the probability density function f. Its time variation is
first studied. For an infinitesimal time dt, it reads

f('I't)- f(r,st,t)

where
r 

= +dt

t'= t+dt

where L is an external force field (e.g gravity). For the sake of simplicity, it will be neglected herein. Derivation of the
equations with an external force field is given in 1631. The total derivative of the probability density ianction can be
expressed as df 8f 0d- = + y i- gradf where grad

This term represents the evolution of the probability density function along particle trajectories. The variation is only due
to collisions, and can be evaluated by considering collisions with a particle a. The particles ) colliding with a are described
by their impact parameter b, their relative velocity g and their probability density function fo. During an infinitesimal
time dt, the number of such particles 8 colliding with a is thus proportional to the impact section 27rb db, to the particle
displacement g dt and to the density of particles fod'ity. If we note ' the values after the collision, and noticing that both
the impact parameter b and the relative velocity g are not changed by the collision, the balance between gained and lost
particles reads

d 1f (i.i'o - fda) g2. A dy, (6)
This is the Boltzmann equation, the integral holds over all impact parameters b and all the velocity space y'. The
interparticle force appears through the relations between the probability density function before and after the collision.

2.2.3 Derivation of the master equations

The Boltzmann equation could be used to compute the probability density function f and so obtain the macroscopic
quantities. It is however simpler to only use it to derive an evolution equation for macroscopic quantities. The Boltsmann
equation can be expressed as

. .,.,
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where J is the colli-ional term. The evolution equation of the macroscopic value < Q > can be derived by multiplying the
Boltzmann equation by Q and integrating over velocity space

As i and r are independent variables, and from the definition of the macroscopic value (Equation 5), the above equation

red n n +± Q>- .= dwl (7)at ar ar

The integral is cumbersome to evaluate for arbitrary Q, however, it can be easily shown that it is zero for collision invariants.
We shall therefore develop the above equation for the three collision invariants

Conservation of the ma n0
--+ 0 (ze=<i>) p=-m)

or, introducing the total derivative along streamlines

D 8 8

the continuity equation reads
Dp
- + pdv = 0

" Conservation of the momentum m£

(pi) + ±(P< YX >) =0.
The velocity product can be decomposed with the help of the peculiar velocity as

< IM >= uM+ < rs >

The second term is, once multiplied by p, the stress tensor previously introduced. After some algebra, and with the
help of the continuity equation, the momentum equation reads

p- + divr = 0 z p (g4
" Conservation of the energy Imv' t

a p<u
2 >)+ a < vIN. >- 00' G ) Tr1

which can be developed, by introducing the peculiar velocity, as

Tt 2PU) + T.(!,< el >) +div(!pRi + div P < c'g>) + div (pa < s>) +div Pu < C'>) =0

which expresses the conservation of the kinetic energy of the macroscopic motion it plus the translation energy. Let
us notice that the fourth term is the heat flux previously introduced. Defining the translation energy per mas unit
U= < c >, and with the help of the momentum and the continuity equation, the energy equation can be expressed
as

DL'D-- - --- divq,-v-gradit

where q, is the heat flux.

It must be noticed that the translation temperature can be defined from the above translation energy as
1 3
~m<cl> = - kT

or U =-"T
3 R= ijW

Other equations could be derived in this way but the collision term should be evaluated. The above set of equation is
sufficient to describe the macroscopic fluid motion. Practical expressions for the stress tensor and the heat flux are needed
to be able to use these equations. This requires the knowledge of the probability density function f.

2.3 Equilibrium distribution function

2.3.1 H theorem - Maxwelllan distribution

The important Boltmuann H-theorem states that the entropy is an always increasing function. A simple application can
be used for the evolution of the probability density.
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Let us consider a quantified system, in which N. particles have the velocity y., No the velocity 10 "" The total number
of particles is

N = EN.

and the probability W to have a given classification is

N! N!w .!Np.. =[. N.!()

According to Stirling's formula n(N!) - N In N - N when N large

InW NInN - EN.InN

Similarly, when the system is not quantified, the above expression can be extended with the use of the probability density
function f (and neglecting a constant linked to the total number of particles) as

1(i) nW =-Jf f n f 4ddH(t)=n = .n d' r

The time evolution of the H function can be obtained by multiplying the Boltzmann equation by (1 + In f) and integrating
over velocity and space. After some algebra it leads to

dH = _ 1 f n{LL} (f'af'e - ffp) 2rbg db dty dzt# d~r
d£t 4 fJ ffo

and as the term under the integral is like (y - z) In 1= z - ) In 1 the integral is always positive. Consequently, the H
fundtion can only decrease. Since it is obvious from the quantified definition of W (Equation 8) that W > 1 and hence H has
a lower bound, an equilibrium state must be obtained which corresponds to dHI/dt = 0 i.e f'.f'p = f,,ff. The equilibrium
solution corresponds to a state in which the probability density function is not modified by the collisions. Turning back to
the Boltzmann equation (6), this means that the collision term is larger than the total derivative of the probability density
function. The probability density function is thus imposed by collisions. It is the collision dominated regime.

It can be noticed that the equilibrium equation also reads

nff. + In f' = nf. + lnfp

so that In/ is another collision invariant. It therefore can be expressed as the sum of the three collision invariants,
m, mR, 1 mv1 or in terms of moments of f from the three relations

n = ffd'y
nIL ¢ (9)

3nkT = 1 1mcf d2 2

From the properties of Eulerian integrals, the probability density function is obtained as

f=n( M )exp k c'

This equilibrium solution is called the mazwellian distribution. It is a gaussian distribution, centered upon the macroscopic
velocity. It must be noticed that, while it corresponds to an equilibrium regime for the collisions, it does not depend upon
the interparticle potential.

2.3.2 Derivation of the Euler equations

As the probability density function has been determined, the stress tensor and the heat flux can be computed. It can be
verified that

_ _2o) exp (--Cide,

= nkT

and similarly r., = r, = nkT while r, = r., r , = 0 as they are integrals of odd functions. For the same reason, the
heat flux is also null. The only stress is thus the hydrostatic pressure due to the particle motion.

L = pi where/ jis the unit tensor

with p = nkT (10)

The set of continuity, momentum and energy equation thus reduces ,, the Euter equations.

I
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2.4 Non-equiUibrium state

The maxwellian distribution corresponds to an equilibrium state in which the behaviour of the probability density function

is ruled by the collision; it is the solution of J = 0. Dimensional analysis is used to study the balance between the total

derivative df/dt and the collision term J. The Boltzmann equation can be rewritten as

df" -- macrocopic flow .
dF* 'collisions

where * denotes a dimensionless variable. The ratio between the collision time scale and the macroscopic flow time scale is

known as the Knudsen number Kn. For free molecular flows Kn - oo while for the continuous regime Kn - 0. Asymptotic

expansion with respect to e = Kn can be used to study the continuous regime. The probability distribution function is

expanded as
r" = -"° 

+ J."
* +..

while the Boltzmann equation reads

so that, to the zeroth order (i.e terms of order )

J0= where J f (4f ', -fIo) 2gb d6dA,

The zeroth order solution is the limit when Kn - 0, i.e when the flow is dominated by collisions. The maxwellian

distribution is thus the solution.
The first order expansion leads to

--o= + l.f' e-" fp .fo ,g bd
dtP where P = f 2xgb P 

IThe computation of the term f' is lengthy and will only be summarised herein. The procedure is due to Chapman and

Enskog [311 (631 11051. The solution is looked for as

f' =0fop with vo < 1

i.e the second order term is supposed to be only a small perturbation. The macroscopic variables (density, velocity,

temperature) are still linked to the zeroth order term. f0 is solution of the equations (9). The global probability density

function 1o + f' = 0 (1 + o) must also satisfy these equations; this imposes constraints upon p,.

The probability distribution function correction 9o is looked for as the sum of a solution of the equation J = 0 and of
a particular solution of the equation df

0/dt = J. The solution of the first equation J' = 0 can obviously be expanded on

a basis formed with the collision invariants while the expression of d/'/dt lead to express the peculiar solution in terms of

grad T and grad ji. The various coefficients are expanded in terms of Sonine polynomials (These polynomials are used as
they are elgenfunctions of the collision operator). One polynomial is enough to give a fair description but the results are
improved when two are accounted for.

The probability distribution function correction V so determined can be used to compute the stress tensor and the heat
flux as

£=ffo(1+to)t '~p~ fpgdcpi ,~ra ga -ljdiva)

where grad
t x denotes the transpose of grad .

With the above expressions for the stress tensor and the heat flux, the Novier equations are obtained.

It must be pointed out that the transport properties of the fluid are due to the non-equilibrium probability density
function. They are properties of the fluid and not of the motion, i.e a fluid at rest already has viscosity and thermal
conductivity which are only due to particle Brownian motion.

2.4.1 Collision Integrals

The solution now depends upon the collision process. The expression of the correction o is intricate and practical ways to

compute the viscosity p and the thermal conductivity A have been proposed 1311 [631. It is based upon the fact that the
various coefficient which appear in the calculations can be reduced to a set of integrals, called collision integrals and defined
as ,o-,_=,,

&AM (2. F/imi . -,I- 2 ft (1 - co' x) &a]I j

where T9 = m /kT and the deflection angle x is given by the equations (3) and (4). It is customary to compare these
interals obtained for a given interparticle potential to those obtained for rigid spheres of diameter a (Figure 3) as

) = (.-I fi'l )

,ii, pe. e =
rigid sphere (a ) i(1
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The expresion for the viscosity and the thermal conductivity are thus

5 V7irmkT
S 16 x o'f2 -P,*'',,,''

25 Vr/- C.

32 rorf(',l)" m

where C. is the specific heat coefficient at constant volume. The others collision integrals, corresponding to other sets (1,S),
will be used later when considering gas mixtures.

2.6 Extension to gas mixtures

2.5.1 Non reacting gas

The gas is now a mixture of species I (capital letter subscripts designate the species). A probability density function is

defined for each species as

., = / f(c,, t)dA1t

where nj is the number of particles of the species I per unit volume and Vt the velocity of a particle of species I.

The macroscopic values are now linked to the species

ni < Qi >= fQfdu,

so that a macroscopic velocity is defined for each species

nl = Jvfd/t

The velocity of the gas mixture is defined as a mass-averaged velocity as momentum is a collision invariant while velocity

is not. It reads

pit p .4 where p p, nj =
I I I

The peculiar velocity of a particle is
=1t-1-

while the diffusion velocity
UI--I =< >

is now introduced. It must be noticed that EP < 91 >= 0.
As previously, the master equations can be derived. New equations are obtained which express the individual conservation

of species
8n,
'nj- + div njyt = 0

or, once multiplied by inl,

(t
where the RHS represents the diffusion of species 1. The sum of these equations for all the species leads to the continuity
equation. The momentum equation has the same form as for a pure gas, while an extra term due to species diffusion appears
in the energy equation as

E. 2k2' = jm fz y.
2 n 1

DE,- = -div q, - "grsd jj+ Etdiv n

The strew tensor and the heat Aux also account for the various species as

The Boltsmann equation must now account for elastic collisions between all species and can be written as

F, >JIN
The aeroth order solution, which corresponds to collision equilibrium, still reads

and still leads to the Euler equations plus an advection equation for each species without diffusion. The pressure is now

given as

p ip,=nkT nkT
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which is known as the Dalton law.
The first order solution is still obtained following the Chapman-Enskog procedure. The diffusion velocity reads

n3 1  
1< A, > = -- F, m D~dK- n-DTygrad T

Pnz l niml

where 11K = grd !- + E] igrad p

The species diffusion is due to multicomponent diffusion via the coefficient DIE with respect to the mole fraction gradient
and the pressure gradient, and to thermal diffusion via the coefficient Df with respect to the temperature gradient.
Multicomponent diffusion tends mainly to homogeneize the mixture while thermodiffusion effect (the Soret effect) moves
light species towards hot regions and heavy species towards cold regions. The Soret effect was first predicted and afterwards
observed experimentally. It is a weak effect, sometimes called second order effect, as it requires a two Sonine polynomial
expansion to be obtained.

The stres tensor expression is unchanged while the expression of the viscosity is much more intricate. At last, the heat
flux now account for species diffusion as

=-Agirad T + F~~
I

Another equivalent expression for the heat flux will be given later (equation 17) as the )Xz must be expressed.
For a mixture made up with v species, I different collisions have to be accounted for and v probability density

functions must be determined. Therefore, the various transport coefficients can be obtained only as solution of V" order
linear system (or (2,)t order for the thermal diffusivity ). The reader is refered to standard textbooks 131 163 for the
details of the calculus of transport coefficients and the final expreesions.

A new problem appears for plasma as the mas of the electron is very small compared with the mases of the atoms or
the molecules. The translational energy exchange during electron/particle collision is weak. Sonine polynomial expansion
must be extended to higher order to achieve a good convergence. The present theory has been modified for plasma by
Devoto 1391 1401 1411 and Bonnefoi [211 by neglecting the electron/particle collisions and modifying the flux expressions.

2.5.2 Reacting gas

For a reacting mixture, two kinds of collision must be accounted for, i.e the elastic collisions previously introduced and
"reacting collisions' leading to change in the mixture composition. The Boltzman equation can be rewritten as

df, = jelastic + y I - reacting
dt _E, k

x K L

provided a collision between species K and L may lead to formation or destruction (when K or L equals I) of the species 1.
The order of magnitude analysis of the Boltzmann equation leads obviously to the following equation

dl; _ "maroopi flow - j;elatic
S reastic collisions x

+ mcrscopic flow - .1 - reacting+ F_ J_/ KL
freacting collisions K L

S jelawtic + 1 - reacting--- /_ K Ji

"elastic K 
6
reacting K L

so that two expansion parameters now appear. It can be assumed that only a few collisions leads to reactions so that

eelastic "I 6creacting. The study of two parameter expansion is detailed in section 2.6.2 or in [261 [271 [112]. When
creacting < 1, the chemistry should affect the probability density function and thus the expression of the transport
coefficients. This effect is weak and is neglected (631.

However, the master equations are modified. The collision invariant are now the total mass of the two colliding species
(and not the individual masses of each species as previously), the momentum, and the sum of the translation energy and
the internal energy of species as the species formation energy must be accounted for (and later, the internal degrees of
freedom). Turning back to the master equation (7), the species equation now include a new term d < Q >/dt due to the
creation or the destruction of species by chemical reactions

W-+ div (plu) = w, - div (pl < s, >)

and, as chemical reactions do not create or destroy mass,

=0

so that the continuity equation is still obtained as the sum of the species evolution equations. The momentum equation is
unchanged, and the energy equation has the same form, provided that E, now represents the sum of the translation and of
the internal energy of species.
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2.5.3 Schmidt, Prandtl and Lewis numbers

The species conservation equation have be written using either the number of particles per volume unit n1 or the species
density pl. It i also useful to introduce the mas fraction YV = pl/p. The species conservation equation thus reads

a,
p -+ .gradY, = w,+div( (12)

qjz = P1 < j>

The equation can be simplified when only two species are present and when the thermal diffusion effect, which is a second
order effect, and the pressure induced diffusion are neglected. The diffusion flux then reads, for a mixture of species A and
B

9.A 
=  

A MaDAsgradna = -pDBgradYA = -pDgradY (13)pn A  n

This is known as the second Fick's law which directly links the diffusion flux in a two-species mixture to the gradient of
the maw fraction. It must be pointed out that the Fick's law can be derived only for binary mixtures. It is however a fair
approximation in other cases.

The relative order of magnitude of the species and the momentum diffusion can be evaluated with the help of the Schmidt
number

pD
It is classical to evaluate also the ratio between momentum and energy diffusion with the help of the Prandtl number, in
which, for gas mixtures, the frozen specific heat has to be used

P = CJf

and the Leuis number is also introduced as the ratio of species and heat diffusion as

pDCp
A

Evolution of these characteristic numbers will be presented in section 4. It must be pointed out that, for dissociated air,
they are of order unity.

2.5.4 Equilibrium flow, frozen flow

The evolution of the species mass fraction (Equation 12) results from a balance between advection, diffusion and chemical
production. A characteristic time scale can be associated with each process. Outside of the boundary layer (or more
generally, the viscous or more properly diffusive regions) the diffusion time scale is large when compared with the advection
time scale while they have the same order of magnitude in the viscous regions. Consequently, the chemical reaction time
scale has to be compared only with the advection time scale.

Three cases must be considered

The chemical reaction are so weak that they do not modify the composition of the gas mixture. The flow is thus said
to be frozen. The mass fraction evolution equation reduces to

pa + pu -gradY, = div

where the diffusion flux has been included for viscous regions. In inviscid regions of the flow, the mass fractions of
the species remain constant along streamlines.

In viscous regions, they can be modified by the diffusion process. If the pressure gradient is null (e.g in a boundary
layer where the normal pressure gradient is sero and the longitudinal diffusion effects are neglected) and if the thermal
diffusion effect is neglected, an asymptotic solution to the above equation is Y, = constant provided it agrees with
boundary conditions (e.g the wall must be non catalytic. see section 3.3).

J'cf.,.t < TAd .. ti-

In this case, the flow is governed by the chemical reactions. The mass fraction equation can be reduced to its dominant
term as

WI =0

The flow is thus at chemical equilibrium as chemical reactions do not destroy or produce any species. Its composition
can be computed from two thermodynamic variables (e.g temperature and pressure). Properties of air at chemical
equilibrium will be presented in section 4.

a rChe"Waf - rAdvedi,

In this case, no term can be neglected. The chemistry processes with a time scale similar to the advection, the flow
is said to be in chemical non-equilibrium. j
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2.6 Effect of the internal degrees of freedom of the molecules

Up to now, only particles without internal degrees of freedom have been considered. When internal degrees of freedom
are accounted for, inelastic collision# in which internal degrees of freedom of the colliding molecules are modified, must be

introduced. The internal energy of the molecule ej is quantified and the total energy of a molecule in a given energy state
can be expressed as Imvl + c, where the subscript i indicates the energy level. A probability density function for each
energy state can be introduced so that, as previously

= I
.E = f f, md-d,

nF = f M4

nE, = , E, -y

n.,= ~2ficid's

The collision invariants are still the mas and the momentum but the total energy of the two particles (translation +

internal energy). The master equation reflects this fact as the energy equation is now obtained for the total energy. The

strew tensor expression is unchanged but the heat flux now includes an internal energy flux

2 zf jj4 gdc4 + Ej J fj4- d'.1 I.

The Boltzmann equation must account for the elastic and inelastic collisions

- jelastic + jnelastic

or under the dimensionless form

dJ _e elastic. + 1 inelastic.

dr elastic , 'inelastic

"elastic 'elastic collisions 6inelastic 
= 

'inelastic collisions'macrscopic flow rmacroecopic flow

Various situations occur according to the relative magnitude of the two time scale ratios v (261 [271 [1121. However, the
elastic collision time scale will always remains smaller than the inelastic collision one and, as only the continuous regime is

considered elastic < 1.

2.6.1 Thermal equilibrium

The first case corresponds to celasti c < einelastic C 1. Both collision time scales are small compared with the macroscopic

flow time scale so that, the seroth order expansion reads

joelastic + jo inelastic = 0

the solution of which is

-j = n )ex mc2 xP(-'+
'i2rkT/ I k ,;;T W

i.e as previously a maxwellian distribution for the velocity and a Boltzmann distribution for the internal degrees of freedom.
As the two collision time scales are small when compared with the macroscopic flow time scale, the internal energy is in

equilibrium with the translation energy. The flow is in thermodynamic equilibrium.
The first order solution is still obtained with the help of the Chapman-Enskog expansion

= ji elastic + ji inelastic and ? = 4(0 + o,)
di

but the set of polynomials is different. The stress tensor and the heat flux are thus

= _ j grdlij - Idi -vdv

= -AgrsdT - i.tgradT

The coefficient q is the bulk visesity, and corresponds to a "relaxation time" ie the characteristic time for the energy to
be transferred from the translational to the internal degrees of freedom when the fluid is compressed or expanded. (This

term does not Intervene in "incompressible* flows for which divu = 0)
The internal energy conductivity A,,, could be computed as the other transport coefficients. However, if the Lewis

number is close to unity, which is true for air, it can be approximated as

which i t ( s c
which is the Eucn correction.
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2.6.2 Frozen Internal degrees of freedom

The second case corresponds to celastic < I C tinelatlc' The expansion leads to

ioelaotic = 0

d4f = jielastic

dt
i.e the probability density function is independent of the inelastic collisions as the inelastic collision time scale is larger than
the macroscopic flow time scale. It can then be easily shown that the population of each energy level nr is preserved as its
evolution equation, derived in a similar way than the other master equations, reads

gni / f inelasticdac = as jinelastic = 0
at 

+ divni =

and also that, at the zeroth order (the Euler equations), the internal energy is constant along streamlines.
While in the first case the internal degrees of freedom were in equilibrium with the translation, here they are frozen,

i.e the macroscopic flow evolution is too fast for internal degrees of freedom to adjust and they remain unchanged, when
considered at macroscopic flow time scale.

2.6.3 Thermal non-equilibrium

The last case is relastic <c 1 - inelastic. It corresponds to situations in which the inelastic collisions have a time scale
similar to the macroscopic flow one. The dimensionless Boltzmann equation now reads

d fi* I jelastic. + jinelastic.

d1 'elastic

so that the expansion leads to

jelatic = 0

dfi' = i elastic + 0 inelastic

So that the zeroth order does not depend upon inelastic collisions. The probability distribution function fi is thus the same
as in the frozen case. But the evolution equation for the populations ni now reads

+ div i= f j oinelastic ds

where the right hand side is no longer null.
The study of population relaxation requires now much information about the physics. Usually, very few collisions are

needed to equilibrate the rotation with the trant -ion so that they can always be assumed to be at equilibrium (except
for H2 for which the relaxation process is longer). Electronic states can also be assumed to be at equilibrium, excitation
of electrons leading rapidly to ionization. The vibration energy however is more difficult to equilibrate as it may require
about one thousand collisions. The above analysis can be revised to only consider vibrational relaxation, the previously
called "inelastic collisions" are thus only collisions in which vibrational energy is modified. This can be done in two ways,
either by transformation of the translation energy of a molecule into vibrational energy of the other (T-V collision) or by
modification of the two molecules vibrational energy (V-V collision). For translation temperature less than about 5000K,
the vibrational relaxation of a molecule can be modelled by the Landau-Teller law

DEvib = E Evib

Dt r

with e.g r Cexp

p

where Elib is the equilibrium vibrational energy i.e the vibrational energy of molecules at thermodynamic equilibrium
having the same translation energy. The coefficients C and Ki can e found in [1051. Other expressions for the relaxation
time have been proposed (see e.g 1811 [87]).

Readers interested in relaxation processes can find more informations in standard textbooks [26] 1721 [105] and in some
publications such as 126] 1281 [731 [741 [7811851 [89] [103]...

A last comment on thermal nonequilibrium concern another phenomenon. In plasma, interactions between electrons and
other particles are weak, due to the small mass of the electron. Consequently, the translation temperature of the electron
can be different from the translation temperature of the other particles. Readers interested in plasma may refer to [4] 121]
[391140114111711[73] [741.
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2.7 Conclusions

2.7.1 Flow governing equations

For a reacting gas mixture, with vibrational non-equilibrium, the flow is governed by the species evolution equations

ap. + j/gradp, Pw, - div -Olt MIMjD  r
q - DJI gradTJ01 Ta (14)

=gradif+( !tI- LIira

the sum of which gives the continuity equation
dp + divpj = 0(S)

together with the momentum equation

P-M+ ppugradu = -divr (16)

1==P- -A (grstiM + grad
tis - jddivk) - div,&

the energy equation for the total energy E

aE
p- + psgradE = -divL + _r- gradu

= -I JdT+Ehq,+RTFE! 1 DT (17)
1 1 n M 1 , pi P

(Drj is the binary diffusion coefficient i.e the diffusion coefficient of species I in J for a mixture made only with these two
species). At last, relaxation equations for the vibrational energy of each kind of molecules can be included

DEi b = Eib - Evib (is)
Dt Tvib

For the sake of simplicity, this set of flow governing equations will later be referred to as Naier equations. This in
incorrect as Navier only derived the equations for a one species gas at thermal equilibrium.

2.7.2 Transport coefficients

The calculation of all the transport coefficients (p, ,i, A, DPj, DI, Di,) requires first the knowledge of all the interaction
potential between the species, i.e for a L, species mixture 't'- different interactions. This is still a running question, e.g
for air plasma [71 [14] [15) [3ij [931. Once these potentials are known, the collisions integrals must be calculated. The
computation of all transport properties usually requires the knowledge of f 00'), fl',1, fl)(13 ), f)(1-1) and finally, transport
coefficients are obtained by solving linear systems of , or 2v equations.

This task may however be simplified as

a For classical interaction potentials, collision integrals are tabulated 163]. Yos [109] 11101 computed the various collision
integrals for air. Collision integrals for air species were also tabulated by Yun [1I 11. The accuracy of all these values
is however questionnable j29]. Moreover, analytical forms for some integrals have been proposed and integral ratios
can be assumed constant to simplify the computation [51 [60 [100.

" Approximate formulae are available to evaluate transport coefficients without solving large linear systems.

The viscosity can be computed with the Wilke's formula [1081 or, for plasma, the Armaly one [5].

When the thermal diffusion effects are neglected, the thermal conductivity, already simplified with th. help of the
Eucken correction for internal energy, can be evaluated either using a sort of Wilke formula due to Mason [791 or the
one proposed by Peng et al t901.

At last, the multicomponent diffusion can be obtained with Obermeler model [831. Another procedure is to use the
binary diffusion coefficients instead of the multicomponent diffusion coefficient. This alternative is discussed at length
in [291. The Fick's law can also be used to evaluate the species diffusion, a constant Lewis number is then usually
assumed, but a variable one can be used [44].

In the case of dissociated air (without ionisation) a simple model, based upon an atom/molecule approach, as been
developed by Straub [1001, from previous extensive studies of air properties by Mason's group [79 [82] [1111.

Studies of approximate equations for transport coefficients of mixtures have also been proposed by Kee et al f68 or
Picone [91].

Cohen [33), Hansen [57) [58 and Yes [109) [110 have computed the transport properties of air at chemical equilibrium.
Blottner [19] has tabulated Yoe data. Other more recent curve fits are available [13 [29 [92).

Some results concerning air transport properties will be presented in section 4..
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3 Chemistry

As already mentionned, chemical reactions may occur in high energy flows. The modification of the flow equations to
account for chemistry has been presented in the previous section. This section will focus on the description of chemical

reactions not only in gas phase but also at gas/solid interface.

3.1 Chemical reactions in gas phase

3.1.1 Basic description of a reaction

The mechanism for chemical reaction is here again collisions between particles. If colliding particles have a sufficient relative

translational energy, the two particle may get close enough during the collision process to form an activated complex which

gives new chemical species. This can be illustrated by some simple examples.

" In a dissociation reaction d te to the collision of two molecules, as depicted on figure 9 the two molecules get close

Figure 9: Artist view of a molecule collision leading to dissociation (from [571)

enough to form a four atom complex. A part of the internal energy of the 'black" molecule or a part of the relative

translational energy is then used to break the bound between the two atoms of the "grey" molecule. This reaction is

called endothermic as it requires energy to break the molecule bound.

" The reciprocal situation is the collision of two atoms to form a molecule. When two atoms can get close enough to

form a molecule, the molecule is in an excited state and is unstable as it has an internal energy larger than the one

required to bind the two atoms. A collision with a third body is thus mandatory to transfer the energy excess to

the third body and form a stable molecule. The excess energy is then distributed in the flow via collisions. Such a

reaction leading to an energy release is called ezothermic.

" A third example is a shuffle reaction such as

N2 +0-- NO + N

in which a molecule and an atom collide. They first form a three atom complex which may break as a new molecule
and an atom. This reaction may be either exothermic or endothermic, the needed (resp. released) energy being taken

from (resp. released as) internal or translational energy of the incident (reap. parting) particles.

These examples bring into evidence some main features of chemical reactions.

" What appears as a reaction at the macroscopic level is in fact a set of elementary steps at the microscopic level,
with first a collision, formation of activated complex, parting of new species and perhaps third body collision. This
description may itself be a simplification of the complete process, as a reaction may in fact be a chain reaction formed
of elementary reactions (e.g in combustion processes).

" All collisions cannot lead to a reaction as there exists an energy barrier to overcome. If the relative translation energy
of the two particles is to weak, they cannot form an activated complex. This is illustrated on figures 10 and 11 where

the evolution of the sum of the internal energy of the two particles is plotted versus time for an endothermic and an

exothermic reaction. As the total energy is conserved during the collision, a part of the relative translational energy is
required to overcome the energy barrier, i.e to work against repulsive forces at small separation and form a complex.

" Species can be required for the reaction to occur but are not modified at the end of the reaction process, as the third
body in the atom recombinaison process or the impiging molecule in the dissociation. These species can however

control the effectiveness of the reaction process and act as catalyst.

3...2 Kinetic theory of reactions

The gas kinetic theory can be applied to study chemical reactions. A very simple reaction, denoted as

A + B - AB

will be considered herein. The collision can be described with the help of the relative velocity g and the impact parameter
b as shown in section 2.1.2. For an infinitesimal time dt, the flux of particles with such impact parameter is 21rbdb gdt so

that the total number of collision for a unit volume and unit time reads

1ffA (cA) fs (CA+ ) 2b dbdAd
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Figure 10: Endothermic reaction Figure 11: Exothermic reaction

where a is the symmetry number introduced to avoid counting twice collisions (s=1 when A and B are different, s=2 when
A=B). Maxwellian probability density functions are assumed to be valid for the two species. After some algebra (see e.g 159)
the above integral reads

-- ) 47rg exp (- 27rbdbgdg

a \ UT
where p = mAmA/ (mA + MB) is the reduced mas introduced in section 2.1.2. The integral f 22rbdb represents the collecting
section for colliding particles and is called the collision cross section a(g). Introducing the relative translational energy
E = IAg 2, the above integral reads

?CAnB (S/T) f ~z E(E)..p (_cE.) dE

which gives the total number of collisions per unit time and unit volume.
Among these collisions, only the collisions the energy of which is larger than the activation energy E* may lead to a

reaction. Moreover, all the collisions of sufficient energy do not lead to a chemical reaction, either because the activation

energy barrier is not stepped over or because the formed complex leads to the same products. A probability correction
P(E) has to be introduced to give the number of collisions which lead to a reaction. The variation of the number of particle
per unit volume due to the chemical reaction thus reads

dnAB dnA dnE nAn, 8CT I E

- J/" E(E)P(E)exp - dE

= k/ n A n B 

( 1 9)

with k0  = I 8 -T 1. E(E)P(E) exp dE

(in this section kD and kR indicate direct and reverse reaction rate constants and must not be confused with the Boltzmann
constant k)

The evaluation of the reaction rate constant requires the knowledge of the product of the collision cross section and the
probability function, often called the excitation section or the reaction cross section. Assuming it is constant and equal to
So leads to

/kD 
T T\k

a WAo C

Other forms for the excitation function have been proposed, leading to various laws for the reaction rate constant (491 [59].
The excitation function can be evaluated from quantum mechanics but this approach requires very large computations 159].

Figure 12 illustrates the influence of the temperature upon the evolution of the reaction rate. The excitation function

depends only upon the relative translational energy of the particles while the energy distribution function varies with the
temperature. The higher the temperature, the larger the number of particles having enough energy to react.

3.1.3 Arrhenius law

In 1889, Arrhenius 16 proposed, from studies of inversion of sucrose, to express the temperature dependence of the reaction
rate constant by his celebrated law

This form has later been extended, to cover a wider range of reactions, as

wh = B reexp _EA)

which is sometimes referred to w' non-Arrhenius behaviour.
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Figure 12: Variation of the reaction rate constant with temperature
(a) Energy distribution function Eexp (-h T)

(b) Excitation function
(c) Product (a)*(b) the integral of which is proportional to kD

(from [491)

The activation energy EA in Arrhenius law is different from the previously introduced activation energy E. In the
Arrhenius law, the activation energy EA can be obtained as

LA lnkoEA = -k--i---

From the general expression of the reaction rate constant (Equation 19), it can be easily shown that

fE.. Elar(E)P(E) exp (-A) E
JEA Efr(E)P(E)exp -- dE

so that EA - E" as T - 0.
However, Arrhenius or non-Arrhenius laws gives fair representations of the reaction rate constants as function of tem-

perature. Reaction rate constants are therefore commonly given under Arrhenius or non-Arrhenius forms.

3.1.4 Determination of reaction rates

The above kinetic theory, and more elaborate theories (see e.g [35 [49 159) are able to give reaction rate constants with an
accuracy of about one order of magnitude. The reaction rate constants are therefore mainly determined by experimental

techniques. It must be pointed out that such experiments are very difficult to design and analyze as it is impossible to
isolate a single reaction, the formation of new species leading to new and unwanted chemical reactions in the experiment.

The reliability of experimental data is also questionnable. Various experimental determinations of the reaction rate
constant for the shuffle reaction

NO +0 - N2 +0

are compared on figure 13. They are divided by the recommended value according to NBS [11] 11071. The two horizontal
dotted lines indicate the range of confidence according to NBS (1071. The [ I indicate the range of temperature upon which
the proposed Arrhenius expressions are supposed to be valid, when known. Even more recent determinations such as the
one from Gardiner (491 lie out of the confidence range. A ratio of about three is a good estimate of the experimental
discrepancy for such a reaction.

For some reactions of oxygen dissociation O2 + M - 0 + 0 + M where M = N2, NO, N, Oertel [841 gives reaction
rates two to four order of magnitude larger than other models as shown on figure 14. The discrepancy of the other data is
large as the ratio of extreme data is about eight (Oertel's data excluded).

This brings into evidence the lack of accurate and reliable data for the reaction rate constants. In the case of reentry
flows, experimental data are available while for very high temperature such as the one encountered around the AOTV,
experimental laws have to be extrapolated out of their experimental determination range or theoritical data, deduced from
quantum mechanics, have to be used.

At last, it must be mentionned that, for the sake of consistency with the presentation of the gas kinetic theory, the n
denotes the number of particles per volume unit. Therefore, the reaction rate constant in equation (19) has dimensions
of (particle per volume unit)-s. The common practice in chemistry is to deal with number of moles per volume unit.
Translation from one system to the other only requires ad-hoc multiplication or division by powers of the Avogadro number.

3.1.6 Influence of the Internal degrees of freedom

The energy stored in the internal degrees of freedom of molecules can also participate to the reaction process. Figure 9 gives
an artist view of the enhancement of dissociation rate with the impiging molecule vibrational energy. Generally, vibrational
excitation enhance the reaction rate constant by several orders of magnitude [49). This problem is discussed at length in
(281 [59 [781 1103].

A semi-empirical procedure to extend the available data at thermodynamic equilibrium to vibrational excited air plasma
has been proposed by Park (87] and extended to other reactions by Danton [37].
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Figure 13: Comparison of reaction rate constant Figure 14: Comparison of reaction rate constant
determinations for the NO + 0 -- 0 + N determinations for the 0 + N 2  - 0 + 0 + N,
shuffle reaction (from [44]) dissociation reaction (from [441)

3.1.6 Direct and reverse reaction constants

Up to now, only one way chemical reactions have been considered. However, chemical reactions may proceed in both ways,
and, while some combustion reactions are quite irreversible, the chemical reactions encountered in reentry flows are likely

to occur in both directions.
Using the Penner notation, a chemical reaction can be written as

D

--

where D and R indicate the direct and reverse reactions, the A are the chemical species and the L, the stoechiometric
coefficients. The difference v, = v," - &,; must be introduced a it indicates whether the species Al is destroyed or produced
by the direct reaction. The evolution of the reactants is given by the following expressions which are generalisations of the
equation (19)

" For the direct reaction dntI
L=ko&.,f(nj)"

" For the reverse ,eaction
dn,-=kjv, II(nj)"

where fI, indicates a product over all values of J, and kh and ka are respectively the direct and reverse reaction constants.
The production rate of species I is the balance between the two terms

dnI

J= / jh l~~~
Further information about the direct and reverse reaction rate constants can be obtained by considering chemel

equiWirim Chemical equilibrium is obtained for a reaction when the direct and reverse reactions exactly balance. As the
production is zero, the reaction rate constants can be linked to the nj

f(n, eq) =
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or, using the state equation p, = nzkT,

I (p, eq) = =(kT)E K, (T)

which is known as the mass action law. This law can also be deduced from thermodynamics arguments, as the equilibrium
state corresponds to the minimum of the Gibbs free energy of the system formed by the species involved in the chemical
reaction. The equilibrium constant Kp and the mixture composition can be determined from thermodynamical data. The
ratio of the direct and reverse reaction rate constants can be obtained so. This has two important consequences

" While the reaction rate contants are known with a large uncertainty, their ratio can be easily and accurately obtained
from thermodynamical data.

" The ratio of the direct and reverse reaction rate computed from the energy partition function does not have a non-
Arrhenius form. This shows again that Arrhenius and non-Arrhenius forms are only good fits for reaction rate
constants over a wide range of temperature.

3.2 Chemistry models for reentry flows

For a mixture made up with Y species, rAl different binary collisions can occur. Moreover, a given collision may lead to
different products. At last, third bodies are sometimes required for a reaction to proceed.

The choice of the chemical species to be accounted for and of the chemical reaction among them is thus a difficult task,
too few species may lead to important errors if a neglected species acts as a catalyst and enhance an important reaction,
too many species and therefore too many reactions lead to too large computing time.

For dissociation problems, it is common practice to only take into account molecular and atomic nitrogen and oxygen
and nitrogen monoxide (N2, 0,, NO, N, 0) and to neglect argon, carbon dioxide and water vapour. For ionization studies,
the nitrogen monoxide gives the major part of the electrons for reentry flows up to 6000mD-. Simple models only consider
ionized nitrogen monoxide and the electron (NO+, e-). For velocities larger than 9000ma-', the ionization is mainly due
to atomic nitrogen and oxygen. Moreover, the ionized molecular nitrogen, although at very low concentrations, intervene in
a very fast reaction (see e.g [37]) and should be accounted for. A good model is thus to include all the single charged ions
corresponding to the dissociation model to have an eleven species model (N2, 02, NO, N, 0, N2+, 0

+
, NO

+
, N

+
, 0

+
, e-).

Other species may be accounted for, according to the range of pressure and temperature considered. (see section 4 for
informations about the species that appears e.g at important pressure and section 9 for an example).

Among tnese species, the most likely to occur reactions are to be selected. The probability of multiple collisions is
weak, so that mainly two-body reactions must be considered. However, as pointed out previously, third bodies can play

an important rfle as catalyst in atom recombination processes. The reactions usually selected for studies of flows around
bodies during reentry are [671 )87] 188]

" Dissociation reactions
N, +M N+N+M
0 +M O+O+M
NO+M N+O+M

where M stands for any of the eleven species, except the electron. The dissociation of ionized species is generally not
accounted for. The dissociation reactions in which ionized species acts as third bodies are aiso often neglected.

a Shuffle reactions
NO+O N+O
0 +N2 , N+NO

It must be noticed that the direct formation reaction for the nitrogen monoxide

N, + 0, NO + NO

introduced in early models (see e.g [84]) is now usually discarded as it can be obtained as a combinaison of dissociation
and shuffle reactions.

" Charge exchange reactions
0 +0 2+ 0, +0+
N3+N

+  
, N +N3

0 +NO
+  

NO+O
+

N3+0
+  

.. 0 +N
+

N +NO
+ 

a NO+N
+

O,+NO +  
NO+O

+

N +NO
+  

0 +N,
+

O +NO
+  

03 +N
+

a Associative ionization
N+N N,

+ 
+e-

0+0 0- O,+ +e-
N+O - NO++e

-
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a Electron impact ionization

N+e- N+-e-+e
-

Some other reactions, as radiative recombinaison, can play an important r~le in some cases [37]. TS^ above list includes 46
reactions. It is usually simplified for practical use.

Non-Arrhenius expressions for the reaction rate constants can be found in various publications, either from reviews of
data for combustion [11] 149] [1071 or from papers dealing with reentry problems [22] [30] [61] [67] [84 [87] [88] (1061 ...

3.3 Heterogeneous catalysis

The r6le of metallic surfaces in reaction rate enhancement is well known and widely used in chemical industry [20]. Catalysts
do not change the equilibrium state of the system but modify the reaction rates. A convenient choice of catalysts can select
between competing process and enhance the formation of the wanted species or delay the formation of unwanted ones in a
chemical reactor.

While catalytic effect is looked for in chemical industry, it represents a disadvantage in aeroheating problems. Wall
temperatures are always "moderate" (let say about 1000K) so that equilibrium condition at the wall (see section 4) corre-
sponds to no dissociation of the gas. The catalytic action of the wall forces atoms to recombine while the latent heat of
dissociation of molecules is transferred to the wall, leading to an undesired increase in the wall heating.

S8..1 The heterogeneous catalysis process

The heterogeneous catalysis phenomenon occurs in three basic steps.

a Particles that diffuse to the surface either reflect specularly or are adsorbed at the surface. Only chemisorption, i.e
creation of chemical bounds between the surface atoms and the adsorbed particle may lead to catalysis. This first
step depends upon both the impiging particle and the surface. This surface selectivity is widely used in chemical
engineering. For example, metal surfaces can easily adsorb oxygen atoms (excepted gold, but who plan to build a
gold-plated shuttle?) while metal oxide surfaces are more relunctant to adsorb oxygen. Heterogeneous catalysis is
usually favoured by the fact that the energy barrier for the adsorption process is lower than the energy barrier for gas
phase reactions.

a Once the particle is inserted inside a site of the surface, it may react with either another particle adsorbed in another
site (the Langmuir-Hinshelwood process) or by collision with a particle in the gas (the Eley-Rideal process). The

wall atoms the adsorbed particle is bound with act as third bodies as they provide or dissipate the necessary or excess
energy for the reaction. Sites are very efficient third bodies as surface atoms are bound to other atoms, i.e have a
large number of degrees of freedom. Here again, the energy barrier for reaction of adsorbed species is lowered as the
site may contribute to the process.

Lanmir.HInuhelmopd eida

Figure 15: Representation of the three steps of heterogeneous catalysis

a The third step is the desorption of the new species from the wall, the surface site is now free and the process can
occur again (figure 15).
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3.3.2 Modelling of heterogeneous catalysis

If the site is viewed as a chemical species, the process can be treated as a series of elementary reactions, which are, for an
atom recombination process

A + *-A
A* + A--A; Langmuir-Hinshelwood

or A* + A-A; Eley-Rideal
A;-** + A3

where the * denotes a site or an adsorbed species. Each elementary step can be described by an evolution equation similar
to equation (19). The point is now to determine which is the slower step which controls the whole process. This is discussed
at length in [101 [291.

The problem is however much more intricate as different species can adsorb simultaneously to lead to different surface
catalysed reactions. Goulard 1531 has proposed to model wall catalysis effect with the help of an Arrhenius law. The flux
of species at the wall due to catalysis is expressed as

qecat = k. (p,.Yj.) (20)

where the subscript w indicates values at the wall and the reaction order m should be between one and two. Scott [96]
proposes to use an order m equal to one and to express the reaction constant as

.= y, /-kT- (21)

2 -"1 V 2rmi

where "yr is the fraction of impiging atoms at the surface which recombine. It must be noticed that, if the order m is equal
to one, the reaction rate constant ki. has the dimension of a velocity.

The above introduced catalyzed reaction rate constants are not independent. The sum of all the fluxes at the wall should
be zero. Moreover, wall catalysis cannot turn to alchemy, the chemical elements must be conserved. So, for a mixture of v
species made from u chemical elements, only P - p coefficients are independent. On the other hand, the adsorption process
is easier for atoms than for molecules, so that, for dissociating air, the catalysed reaction rate constants are given only for
atomic oxygen and nitrogen and, assuming that nitrogen monoxide is not adsorbed or formed at the wall, the fluxes of
diatomic oxygen and nitrogen can be derived.

At last, measurements 156] 180] have brought into evidence that the recombination energy is not fully transferred to
the wall but that molecules can leave the wall in an excited state. As, on the one hand very little is known about this
phenomenon and, on the other hand, this energy excess of desorbing molecules may be transferred back to the wall, this
phenomenon is usually neglected [961.

3.3.3 Catalytic and non catalytic walls

As pointed out previously, the heterogeneous catalysis first depends upon the ability of the surface to adsorb gas species.
These various behaviours are reflected by the values of the reaction rates coefficients k,,. When the coefficients tend towards
zero, the species are not modified at the wall. The wall is thus said non catalytic. On the contrary, when the coefficients
tend towards infinity, the species arriving at the wall react very quickly. The flow tends towards chemical equilibrium at
the wall. The wall is said catalytic. Let us notice that the wall temperature is "low" (i.e up to 1500K) otherwise the wall
material is damaged. Therefore, for a catalytic wall, chemical equilibrium means almost complete recombination of atoms
at the wall as air hardly dissociates even at low pressure for these temperatures (see section 4). These above two cases are
extreme cases which are not encountered practically. Real materials have a finite eatalycity.

Silicate and ceramics are fair approximations to non catalytic surfaces while metals and metal oxides are highly catalytic.
Measurements on the space shuttle surface insulation [951 lead to values of the catalysed reaction rate constants for atomic
oxygen and nitrogen of about 1 ma'. Further estimates from flight data [1131 give a larger variation of the atomic oxygen
constant ko with wall temperature but the same order of magnitude.

The evaluation of the catalycity of a material in presence of given species is difficult to determine experimentally and
flight conditions are difficult to reproduce 1241 [46] [50] [51] [95] [96].

Moreover, plasma reactor measurements have shown that the catalytic efficiency varies with time, a material designed to
be weakly catalytic becomes more and more catalytic. This seems to be due to two phenomena; the adsorption-desorption
process on the one hand leads to surface modification and an increase in surface porosity so an increase in the number of
available sites, on the other hand the adsorption-desorption process induces migration of atoms inside the material which
may come to pollute the surface and increase its catalycity (Gicquel, private communication). These surface modifications
may also lead to a change in the surface emissivity. This is consistent with the observation of an increase in wall heat fluxes
on the space shuttle from flight STS-2 to STS-5 [96].

4 Air at chemical equilibrium

In the absence of any constraint, a system generally tends towards an equilibrium .olution. Gas mixtures thus tend towards
thermodynamic and chemical equilibrium. It is then important to know the equilibrium state as it is the asymptotic
solution. Moreover, the study of chemical equilibrium gives informations about the final composition of the gas mixture
and the species to be accounted for. The study of equilibrium air will also provide us an illustration of the evolution of
transport properties.
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4.1 Computation of chemical equilibrium

As pointed out previously, the equilibrium situation can be obtained from a thermodynamic point of view. From the laws
of thermodynamics, it is shown that the chemical equilibrium corresponds, at thermodynamic equilibrium, to the minimum
of the Gibbs free energy (see e.g 1105]). However, the minimization of the Gibbs free energy is not sufficient to determine
the mixture composition, otherwise the solution would be that the mixture is made only with the species of lowest Gibbs
free eaet'. The conservation of each chemical element must also be satisfied.

As the equilibrium constants for chemical reactions are slso determined from minimization of the Gibbs free energy for
the species involved in the reaction, the equilibrium state can be determined by impoeing the production rate of a suitable
set of chemical reactions to be zero.

The Gibbs free energy of a species in a mixture depends upon the temperature sand the premure. Therefore, equilibrium
depends upon presmsure and temperature or any pair of thermodynamical variables.

While a bathed system evolves at constant temperature, the natural evolution of a gas mixture without forcing occurs at
constant enthalpy as chemical reactions require or release energy, leading to temperature variations. However, for the sake
of simplicity, most of the following results will be given a function of the temperature. The mixture composition is first
computed from the Gibbs free energy minimization and thus, all thermodynamics and transport properties of the mixture
can be derived.

4.2 Composition of air at chemical equilibrium

Figures 16 and 17 give the evolution of mole fractions of air component at two temperatures which are relevant to reentry
flows, as function of the density (Po is a reference density of air at standard conditions I atm 273.15K). At 2000K, only
oxygen can dissociate significantly at low density (i.e low pressure). Argon, nitrogen monoxide and dioxide, neon and carbon
oxides are only traces. This is not so at 000K where a significant dissociation of both oxygen and nitrogen can be observed.
Ionization also occurs at low pressure and is first due to nitrogen monoxide and, at lower pressures to atomic oxygen and
nitrogen.

The influence of premsure and temperature is better illustrated on figure 18 to 24 on which the variations of mass
fractions e plotted versus temperature for different pressures. Oxygen dissociate first at about 2500K while nitrogen
disociates at only 5000K. The dissociation of nitrogen occurs when the dissoclAtion of oxygen is nearly complete. This will
be used later in section 5 to derive a simplified model.

It must be noticed that the dissociation is easier at !6x pressure. The evolution of nitrogen monoxide also reflects this
fact as its mass fraction increases with the premure. While its mass fraction remains very low, nitrogen monoxide plays an
important rWe ss it is a link between the nitrogen and oxygen chemistries. The formation of nitrogen monoxide at moderate
temperatures (about 3000K) leads to a first decrease in molecular nitrogen maw fraction (Figure 18). The air chemistry
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Figure 16: Mole fractions for air at chemical equi. Figure 17: Mole fractions for air at chemical equi.
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Figure 18: Evolution of molecular nitrogen mass Figure 19: Evolution of atomic nitrogen mass
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up to about 5000K can be modelled with only three chemical reactions known as the Zeld'ovich process

" The oxygen dissociates by collision with nitrogen which is the most probable species

02 + N- 0+ 0 + N2

" The so formed atomic oxygen reacts with the nitrogen and gives nitrogen monoxide

N2 +0 NO + N

" The nitrogen monoxide is consumed by reaction with the atomic oxygen

NO +0 ;- N +02

so that a little amount of nitrogen monoxide is the result of two important competing processes.
The electrons are mainly due, for shuttle reentry flows, to the ionization of nitrogen monoxide. Ionized nitrogen monoxide

mass fractions are given on figure 23 and electron ma fractions and densities on figures 24 and 25. It can be observed that
ionization is very weak as only about one percent of nitrogen monoxide ionizes. Electron mass fractions are very small due
to the mas of the electron so that it is more convenient to consider electron density, i.e the number of electrons per volume
unit (here per cubic meter). Electron density is an important parameter as it governs the radio transmission properties of
the plasma (see section 9).

4.3 Thermodynamical properties of equilibrium air

The state equation can be written as
p = -P = nkT = ZRopT

where Z is the compressibility factor and Re the gas constant under standard conditions. The evolution of the compressibility
factor is given on figure 26. At low temperatures, it is equal to one and increases with temperature as the dissociation
and ionization phenomena occur. A first plateau about 1.2 is observed which corresponds to complete oxygen dissociation.
Nitrogen dissociation leads to a plateau at a value of 2 as each molecule has now given two atoms. Complete ionization of
the flow leads to a final plateau at a value of 4, each initial molecule has given four particles, ie two ionized atoms and two
electrons.

4
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Figure 26: Evolution of the compressibility factor as function of temperature and pressure (from 1581)
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Figure 27: Evolution of dimensionless energy Figure 28: Evolution of dimensionless entropy
ZE/T a function of temperature and pressure ZSI/RT as function of temperature and pressure
(from (58]) (from 158])

The influence of the two separate dissociation and of the ionization processes is also observed on the evolution of the
dimensionless energy ZEIRT and entropy ZS/RT (figures 27 and 28) where the energy and the entropy are given per air
mole.

From the definition of the enthalpy H = E + pV and the state equation, it can be easily shown that

H E

so that the evolution of the enthalpy is similar to the energy. The evolution of dimensionless enthalpy HIRT and specific
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Figure 29: Evolution of dimensionless enthalpy T (K Figure 30: Evolution of dimensionless specific
HIRT as function of temperature and pressure heat Cp/R an function of temperature and pres-
(from 1361 [44[) sue (from [36 [441)

heat CpIR are given on figures 29 and 30. The specific heat remains constant up to about 2000K, air can be considered

I
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as an ideal gas up to that temperature. The two maxima in the specific heat correspond to the dissociation of oxygen and
nitrogen.

Let us mention another thermodynamic variable, the speed of sound

since the above derivative can be computed at chemical equilibrium. It is found that a
2 

- p/p, the coefficient varying from
1.4 for non-dissociated air to values about 1.1-1.2 158]. For flows out of chemical equilibrium, the speed of sound depends
upon the wavelength. If the wavelength is long when compared with the chemical relaxation length, an "equilibrium" speed
of sound can be used while for short wavelength with respect to the chemical relaxation length a "frozen" speed of sound
is introduced. All frequencies do not propagate at the same speed in non-equilibrium flows [32] [112].

Curve fits of the thermodynamic properties of equilibrium air can be found in [541 [981.

4.4 Transport properties of equilibrium air

All the transport properties and the numerous multicomponent and thermal diffusion coefficients will not be presented
for the sake of simplicity. The influence of real gas effects can be seen on the evolution of the viscosity and the thermal
conductibility which now depend upon both the temperature and the pressure (Figures 31 and 32). As the temperature
increases, the viscosity deviates from the Sutherland law. As the pressure decreases, the dissociation is more important and
both the viscosity and the thermal conductivity increase.

Transport properties can also be illustrated by dimensionless coefficients. The Prandtl number, i.e the ratio between
momentum and heat transport, is weakly affected by oxygen dissociation but varies with nitrogen dissociation (Figure 33).
However, for most reentry flows, it can be assumed constant. The ratio between mas diffusion and heat transfer is
characterized by the Lewis number. If air is assumed to be made up with atoms and molecules, only one diffusion coefficient
has to be introduced and can be expressed as a Lewis number as shown on figure 34. It must be pointed out that the Lewis
number decreases with enthalpy or temperature, i.e the commonly assumed value 1.4 is valid at low temperatures but not
for reentry flows (see e.g [36] 144]).

More recent estimates of equilibrium air transport properties are available (see e.g [93]) and lead to similar conclusions.
Curve fits are also available.
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Figure 31: Evolution of viscosity as function of Figure 32: Evolution of thermal conductiv-
Figeure (ity as function of temperature and pressure
temperature and pressure (from [36] [44]) (from [36] [44])



3-34

D I ' 7n o-oo 1 __ __--___ I

- ~// I I ___ ______ __

T K~

I . ... ,44 I i i

Figure 33: Evolution of Prandtl number as func- Figure 34: Evolution of Lewis number

r3:Evtion of temperatureand nssue(frm as 1u4) (pref = latm, hE = 19.7 lOJKg
-
l) an function

tion of temperature and pressre (from 1441) of temperature and pressure (from [33])

5 The diatomic dissociating gas assumption

For reentry flows, ionization is weak and can be neglected (see sections 4 and 9). Moreover, thermodynamic non-equilibrium
rapidly relaxes downstream of the shock wave so that it can be neglected in various applications.

In section 4, it has been shown that the dissociation of nitrogen proceeds when the dissociation of oxygen is complete.
So at "moderate" temperatures, the gas is roughly a mixture of molecular nitrogen and both molecular and atomic oxygen
and, at "higher" temperatures a mixture of atomic oxygen and both molecular and atomic nitrogen. Moreover oxygen
and nitrogen have similar masses, transport properties and, in the range of temperatures relevant to reentry flows, similar
thermodynamical properties.

The problem can then be simplified by considering a gas made with only two species, i.e molecules A, and atoms A.
This model, and the simplifications from complete gas kinetic theory has been first investigated by Lighthill [76] (77] an.
widely adapted and used for hypersonic flows (see e.g [47]).

5.1 Basic relations

The following relationships can easily be verified

" Masses of the species mA, = 
2

MA MA, = 2MA

" Mass fractions YA, = 1 - YA so that most of the following variables will be expressed in terms of YA

" The partial pressures are expressed as

PA= PA- -T = YAP-T = 2YAPRT
M MfA M

PA,=PA, itT=YA,pM-.IT= (1 - YA) pjj-T

so that the total pressure reads

P = P. + PA, = (1 + YA) P -T =ZpRT where Z= l+YA R, 
=  P

MA,

" The enthalpy per mass unit of each species reads

hA hoA+fJCPAdT

hA, CPA,dT
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and since CpA CPA,, the mixture enthalpy reads

A = YAhA + YA,hA, = hA, + YA (hA - hA,) = hA, + YAh
° + YAo (CPA - CpA,) dT - hA, +YAA

and the frozen specific heat is
C,. = CPA, + YA (CPA - CPA,) - CPA,

5.1.1 Chemistry

The chemistry of the atom/molecule mixture can be represented with a single chemical reaction

A, + M A + A + M

where the third body M stands for both the molecule A2 and the atom A. The chemical reaction rate can be obtained as

dnA = 2knn.n, - 2kanun'

so that, introducing the chemical equilibrium values (subscript E), and with the auxiliary relations nm = nA + hA,, nA =
PYA/MA the above equation reads

dnA + yA)YA - r"ff- -ksR--!A (1 + YA) 1Y

A 1 - yi
One of the advantage of this relatively simple expression for the chemical reaction rate is to bring into evidence that, as
most reentry flows are governed by dissociation process, the chemical time scale varies roughly like p', i.e the lower the
altitude, the higher the density and the smaller the chemical time scale, or, in other words, the flow get closer to chemical
equilibrium as the altitude decreases.

5.1.2 Transport

A derivation of transport coefficients from gas kinetic theory can be found in [77]. It must be reminded that, for a binary
mixture, the mas diffusion can be represented with the help of a Fick law (Equation 13) provided thermal diffusion effects
are negligible and pressure gradients are small. The transport properties of the mixture are thus usually represented by
assuming constant Prandtl and Lewis numbers. The Sutherland law is sometimes used to compute tht viscosity, as it leads
to about 10% error for air at chemical equilibrium (see e.g [47]).

The various fluxes thus read
£

= -pDgrdYA pD =

(grad + gradt. - 1_div u)- 'divk

= -± (gradh + (£ - 1) (hA - hA,) grdYA) with hA - hA, - hA

It must b, pointed out that this model is however a very crude one which needs some tuning to give good results
according to the range of temperature considered. If Cp , - Cpo, the formation enthalpy are different as h%, 2hg, and
the reaction rate coefficients for oxygen and nitrogen dissociation are different.

Applications of this diatomic gas model will be presented in section S.

PART TWO: ILLUSTRATIONS OF REAL GAS EFFECTS IN REENTRY
FLOWS

The aim of this part is not to give the reader an expensive review of all the published works on flows with real gas effects.
Such an information can be partly obtained from references [3] [38] [55] [75] [96] as concerns computations and references [38]
[55 [64] [651 [99] as concerns experiments.

Our aim is to present some examples of flow from which the various real gas effects can be brought into evidence in
order to give the reader an overall picture of what kind of phenomenon is to be expected in what part of the flow. Mainl)
shuttle reentry conditions, i.e velocities of about 7000m

- I 
will be considered.

Reentry flow conditinns are very difficult to simulate in a wind tunnel (see section 6). Moreover, only a few variables are
usually measured and data about mass fractions or vibrational energy are rare for reentry flows. Numerical examples have
been selected as they have the advantages of providing all the required data for analysis, and also enabling one to switch
off a parameter to measure its importance. They also ha- ne disadvantage that the real physics is remplaced by models
which have to be trusted.

6 Nozzle flow

In order to simulate the flow around a reentry vehicle, a flow with low temperature (about 200K) and high velocity (about
7000ans -

) must be achieved in the wind tunnel test section upetream of the model. This means that the fluid must have
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a very larIe total enthalpy (enthalpy + kinetic energy). For that the fluid is usually first heated either with an arc heater
(sme e.g 1341) or by compresion in a shock tube (see e.g [651 1991) in a region where its velocity is small and accelerated
downstream by expansion in a noasle.

To achieve pressure levels similar to flight or only to avoid air liquefaction during the expansion, an important pressure
level is required in the heater.

Neglecting viscous and real gas effects, the form of the nasle can easily be calculated from linear supersonic theory, to
obtain a uniform flow with the desired velocity in the test section. Of course, the final shape can be designed by taking into
account viscous and real gas effects (see e.g [341). Several solutions can be found but, to avoid both too long wind tunnels
and a too important heating of the nosle, short and rapidly expanding nosles are usually designed.

In the expansion, the flow i strongly accelerated and its temperature falls rapidly. The pressure and the density also
decrease very rapidly. As the temperature and the density decrease, the collision time scale increases while the mean flow
time scale is very short. This is a typical situation of a frosen flow as presented in sections 2.5.4 and 2.6.2.

Both the species composition of the flow and the energy partition among the energy modes cannot adapt themselves
to the flow evolution and the flow is frosen from both a thermodynamical and a chemical point of view. This can be
illustrated by figures 35 and 36 on which the pressure and temperature evolutions are plotted versus distance for the nozzle
of a planned hypersonic facility [34!. When non-equilibrium effects are accounted for in the computations, the freezing of
vibrational energy is brought into evidence. The vibrational energy is here presented as a vibrational temperature, i.e the
temperature of the same gas at thermodynamic equilibrium having the same vibrational energy. The total enthalpy must
be conserved in the inviscid core of the flow; this means that to achieve the same enthalpy level, the translational energy
must be smaller when the flow is in thermal non-equilibrium as shown on figure 36. Thermal non-equilibrium also affects
the evolution of the other variables, either the pressure or the density or the mass fractions. Similarly, the flow freeses from
a chemical point of view, the mass fractions do not change after a certain distance from the nosle throat, so that the flow
is dissociated in the test section.

If the freesing phenomenon is unwanted in hypersonic facilities, as it leads to a vibrationally excited and dissociated
flow upstream of the shock wave, it can be looked for in other applications such as gas lasers in which important vibrational
populations are so obtained to induce laser emission (see e.g 126]).

This example, to illustrate how a flow can freese from both a thermodynamical and a chemical point of view, has brought
into evidence one of the difficulties to properly simulate hypersonic flight conditions as the thermodynamic and chemical
state of the gas upstream of the shock wave cannot easily be duplicated in the test section. Let us take the opportunity to
mention another problem related to simulation of real ana effects in wind tunnels.

For supersonic flow, similarity between flight and experiment requires the conservation of, at least, both the Mach
and the Reynolds numbers. When similarity conditions are expressed for flows with real gas effects, another parameter is
brought into evidence, which is the ratio between real gas effects (usually chemistry) and mean flow time scales, known as

the Damkhber number. As the models are much smaller than the real reentry vehicles, Mach number, Reynolds number
and Damkhbler number cannot easily be reproduced at the same time. The reader is referred to [65] [99] for a further
discussion.

7 Relaxation behind a shock wave

The gas kinetic theory presented in section 2 is not valid inside a shock wave as the mean free path is no longer small
compared wi' the mean flow characteristic length scale, i.e the shock wave thickness. Description of the shock can be done
with the Burnett equations which are obtained from higher order expansions (see e.g [105]).

However, shock waves can be treated as discontinuity surfaces in the Navier equations. When conservation rules are
applied to the flow equations (14) to (18), mass fractions and internal energy are conserved through the shock wave while
velocity and total energy are modified. Only translational energy is thus modified through the shock wave, the flow is in
strong thermal and chemical non-equilibrium. The flow evolution downstream of the shock wave is due to thermal and
chemical relaxations and the coupling between both.

A first illustration of flow behind a shock wave is the calculation of Allen et al experiment [11 by Park [87]. Park's model
is an extension of Lee's model [73] in which the thermal non-equilibrium is accounted for by assuming that the electron
temperature and the various molecule vibrational temperatures are equal. Influence of vibrational non-equilibrium is taken
into account in the chemistry model.

Upstream of the shock wave, the static pressure is equal to 0.1 Tort, the translation temperature to 300K, the vibrational
temperature to 5000K and the velocity to 10,000ms - 1. The calculation brings into evidence an important increase of
translation temperature through the shock wave (Figure 37). Two proceses compete to deplete the translation energy: on
the one hand the gas dissociates and ionizes as shown on figure 38 and on the other hand the vibrational energy relaxes.
The limits indicated on the right side of both figures correspond to " ermal and chemical equilibrium. It can be noticed
from this that thermal non-equilibrium relaxes faster than chemical non-equilibrium. The evolution of chemical species
(Figure 38) also reflects the variation of the temperature evolution as ionized species are first formed just behind the shock
wave and decrease later downstream with translation temperature.

Another example of flow relaxation behind a shock wave, in a situation similar to shuttle reentry, has been studied by
Brun et al [28]. The model used takes into account vibrational non-equilibrium for nitrogen and oxygen and a different
translation energy for the electrons. The vibrational temperature of charged molecules is assumed equal to that of the
corresponding neutral species and nitrogen monoxide thermal non-equilibrium is neglected as it relaxes very rapidly. Four
temperstures are thus defined for the flow. The chemical model is modified to account for thermal non-equilibrium. Thermal
non-equilibrium relaxation takes into account the T-V and V-V energy exchanges (see section 2.6.3).
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Evolution of tempersture and species m-s fractions are presented on figures 39 to 41. The upstream Mach number is
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Figure 39: Evolution of temperatures downstream of the shock wave (from 1281)

25, the pressure 8.5 Pa and the temperature 205K. Thermal and chemical equilibrium are assumed upstream of the shock
wave. Figure 39 shows the relaxation of the various temperatures. Oxygen is more easily excitated by T-V exchanges and
later accelerate nitrogen relaxation via V-V coupling. Thermal relaxation is very long is this case. It must be reminded
that, for a shuttle, the shock stand-off distance is about 10cm so that the electron are out of thermal equilibrium in the
boundary layer.

Species evolutions are given on figures 40 and 41. The coupling between thermal and chemical relaxation is studied in
great detail in [281 as each process can easily be switched off in the calculations. As expected, vibrational relaxation delays
the species relaxation while, conversely, chemical relaxation delays thermal relaxation.

The evolution of ionized species bring into evidence their small percentage in a shuttle reentry flow (figure 41) when
compared to AOTV related problems in which the velocities are more important (figure 38).

The comparison between thee two examples brings into evidence the problem of model definition. On the one hand, the
model must be tractable: Park's model is very convenient for practical use as it only require two temperature calculations
while Brun's model is much more sophisticated and can give more information about thermal non-equilibrium. On the
other hand, the model must fit the physics: Park's model is well suited for AOTV flows where oxygen rapidly dissociates
while the electron translation temperature tends to ajust to the nitogen vibrational temperature [74 but is not relevant to
space shuttle reentry flows.

At last, the model must be validated. Allen experiment Ill only gives data upon the radiation so that another code is
needed to compute the radiation and compare the prediction and the experiment. Park 1871 has shown that the radiation
emission computed from the above presented results is valid with an uncertainty factor of ±2, discrepancies are due to
uncertainties in chemical reaction rate or collision integrals.

8 Hypersonic boundary layers and shock layers
One of the key problems of reentry is the heating of the vehicle. Wall heat fluxes can be computed using boundary layer
theory. At the present time, viscous shock layer solutions or Navier solutions are also used to compute the complete flow field
around the vehicle (see e.g [131 [381 192 [96] 1971). However, as the viscous shock layer or Navier solutions are cumbersome,
the effort in such case is upon the numerics more than upon the real gas model.

Many studies have been devoted to the real gas modelling, mainly for boundary layer flows, and some of them, either
very famous or well-known to the author, will be presented in order to bring into evidence the rble of the various phenomena
or the importance of model uncertainties.

During a shuttle reentry, such as the STS-2 reentry the main characteristics of which are given on figure 42, the maximum
heating occurs at altitudes of about 70 ku as shown on figure 43. The second peak in the temperature histories is due to
laminar/turbulent transition. The maximum heating thus occurs in the laminar regime, as at high altitudes the density is
low so that the Reynolds number is low. Only laminar flows will be investigated here.

Two simplifying hypothesis are usually done in studies of hypersonic flows for shuttle reentry flows.

" The flow is considered as a continuous medium, i.e even near the wall the mean free path is small compared with the
distance to the wall. This is not true at high altitudes where rarefied gas effects are to be accounted for in the wall
region, leading to a slip velocity and a temperature jump at the wall.

"lonisation is neglected as it is very weak for shuttle reentry conditions and do not alter the flow predictions (see
section 9).



3-39

106 NO+ 0-NO

1Ia3

XCM 1 " 6 tXcm '

Figure 40: Evolution of neutral species mass frac- Figure 41: Evolution of charged species mass frac-
tions downstream of the shock wave (from [281) tions downstream of the shock wave (from [28])

m (Po) M. V.NmIs) ZOKm)

Q00 1 '00

r)020 60k 0- 0 ~

00o ,o ,.~ ,- o ____ - y - .- ,

00 W ?0,0j 0

t Altitude U. P T. Mach Angle of

s km km/s k9/m' atm K no. attack o

200 92.35 7.50 2.184xi0
" 6 

1.128xi0
"6 

324 27.90 40.4 /
250 85.74 7.53 6.365xi0_

6 
3.587x106 199 26.60 41.0 T;

330 77.91 7.42 2.335x10,
5 

1.316x10
"s 

199 26.30 40.2
460 74.98 7.20 3.815x10

5 
2.142xi0

"' 
198 25.50 40.0

480 74.62 7.16 4.055x10- 2,280x10- 198 25.40 40.3 1 /
540 73.33 7.03 4.794xi0' 2.8

3
1xi0-5 200 24.80 40.4 I

650 71.29 6.73 6.824x10-
s 

3.965x10
-5 

205 23.40 39.4
770 68.67 6.31 9.66910- 5.992x10

"  
219 21.3u 38.5

830 66.81 6.05 1.216x10" 7.925xi0
"S 

230 19.90 41.4
1000 60.56 4.99 2.621x10

"  
1.877x10-" 253 15.70 42.0 I

1120 52.97 3.87 6.76210-4 5.025x10-4 262 11.90 38.3
1215 47.67 2.96 1.344x10

"4  
9.9000"1 260 9.15 34.8 Km

Figure 42: Trajectory reentry for space shuttle flight STS-2 Figure 43: Time evolution of temper-
(from [971) atures on shuttle during STS-2 reen-

try (from (971)

4!



3-40

* The flow in the boundary layer is assumed to be in thermal equilibrium. This hypothesis is not always satisfied an
the thermal relaxation length behind the shock wave can be comparable with the shock stand-off distance as shown
on figure 39. Moreover, wall catalysis may lead to the formation of vibrationally excited molecules at the wall (see
section 3.3). Thermal equilibrium is also sometimes assumed in the whole shock layer, which is certainly wrong just
behind the shock wave [071.

As concerns boundary layer flows, it must be pointed out that generally, a single boundary layer cannot be defined as
there exist velocity, temperature and species boundary layers. However, as for air, in the relevant range of pressure and
temperature, the Prandtl and the Lewis number are close to unity, the diffusions of momemtum, heat and mase ar likely,
so that the various boundary layers have similar thicknesses and a single boundary layer can be defined.

In what follows, mainly boundary layer flows will be investigated. Viscous shock layer solutions will be explicitely
mentionned - t referred. As the wall is heated by the flow, the wall heat flux is negative. In the formulae, the correct
sign will al&% be used. However, only the magnitude of the wall heat flux will be plotted on some figures and comparison
of wall heat flux magnitudes in the text will also deal with their modulus.

8.1 Influence of wall catalysis

A particular and important feature is the presence of the wall, the catalytic efficiency of which can deeply affect the species
profiles inside the boundary layer.

8.1.1 Pay and Riddell stagnation point solutions

This was first investigated by Fay and Riddell [471 who studied axisymmetric stagnation point heat transfer. The stagnation
point solutions are obtained with the help of the Levy-Lees space coordinate transformation (421

where the subscript w indicates wall values, U, is the velocity outside the boundsry layer, R the distance to the symmetry
axis (R - x near the stagnation point), x and y the boundary layer coordinates respectively along the body and normal to
the wall. With this set of space variables, the boundary layer equations are written for the reduced velocity, enthalpy and
energy profiles

U. Y= 1.
where h, is the total enthapy and the subscript e denotes values outside of the boundary layer. Self similar solutions can be
obtained at the stagnation point, the boundary layer equations reduce to a set of coupled ordinary differential equations.

Extra simplifications were introduced by Pay and Riddell to study the axisymmetric stagnation point.

a An atom/molecule approach (see section 5) was used.

" Reacting flows were investigated with a simple model for the reaction rate constant kh - T-'. Chemically frozen
flows and chemical equilibrium flows were also studied. Let us mention that wall catalysis plays no rble for chemical
equilibrium flows as the species ma. fractions at the wall are then imposed by the equilibrium condition.

a Transport properties of the fluid -ere reprsented by a simple model for the viscosity, using either Sutherland law or
equilibrium data, and constant Prandtl and Lewis numbers.

" To solve the et of ordinary differential equations, boundary conditions are needed, both at the wall and at the outer
edge of the boundary layer. Fay and Riddell and following authors assumed the flow have enough time to relax
between the shock wave and the boundary layer edge and is at chemical equilibrium there. This chemical relaxation
may not be complete in real cases as shown on figures 40 and 41.

All the results presented herein are for the same conditions, i.e a Lewis number equal to 1.4, a Prandtl number of 0.71,
a wall temperature of 300K and a wall enthalpy/exterunal enthalpy ratio of 0.0123.
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At the stagnation point, only the velocity component normal to the wall is not null, the species man fraction profiles
thus result from a balsnce between advection towards the wall, chemistry and diffusion. The atom mas fraction profiles for
a frozen flow on a catalytic wall are given on figure 44. For a frozen flow on L noU-CatIlytitc wall, the atom man fraction
is constant throughout the boundary layer and equal to the external value (see section 2.5.4). The wall catalycity modifies
the boundary condition at the wall and strongly affects the whole atom mass fraction profile.

The wall heat flux is also affected by the wall catalysis. From a study over a wide range of altitudes from 7.5 km to
36 km and velocities from 1.8 to 7 kms - 1

, and for different values of the Prandtl and Lewis numbers, Fay and Riddell
proposed fits for the wall heat flux as

f,, - A (I+ Ro.S2 1 ] jh7 Chemical equilibrium flow (22)

______ - A + 1 - Frozen flow - Catalytic wall (3
h . . i

= A -1_ Frozen flow - Non-catalytic wall (24)h. - Z ( h../

with A = 0.76 P 0. 1 dx (25)

where the subscript 0 indicates values at the stagnation point and hD is the dissociation enthalpy per mas unit, i.e the
atom formation enthalpy times their mass fraction.

These formulae bring into evidence the influence of wall catalysis upon heat flux. Atoms diffuse towards the wall and,
for a catalytic wall, recombine and release their dissociation energy. This leads to an higher wall heat flux for the catalytic
wall. As the wall heat flux can be expressed as

OT j..
8
YA (0

Ow = -AT -pD (hA - ,,j -1 (26)

the flux on a non-catalytic wall is only due to the temperature gradient while both terms intervene for a catalytic wall.
The contribution of both terms is given on figure 45 on which the frozen flow corresponds to a zero recombination rate
parameter. The contribution of mass fraction gradients, i.e the energy release due to atom recombination at the wall, is the
main part of the wall heat flux under these conditions.
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Figure 45: Heat transfer parameter as function of
the recombination tuteamettrNu rc ino Figure 46: Atom mass fraction profile at the stag-

VRe I-U- nation point on a non-catalytic wall as function
(h. - h,) poP.P. -) of the recombination rate parameter (from 147])

(from 1471)

8.1.2 Goulard extension to finite catalysis

The study of frosen flow axisymmetric stagnation point was extended by Goulard [531 to account for finite catalytic
recombination rate at the wall (equation 20). Figure 47 shows the influence of finite wall catalycity and flight velocity upon
the wall heat flux. In order to compare the different cases, the wall heat flux is presented in reduced form, i.e divided by
its value for a catalytic wall. The faster the wall recombination, i.e the more catalytic the wall, the higher the heat flux as
more atoms can recombine at the wall and release their formation enthalpy. As the velocity increases, the gas is more and
more dissociated outside of the boundary layer so that the energy release due to atom recombination on a catalytic wall is
more and more important. The heat flux reduction due to a non-catalytic wall so increases with velocity.

For a shuttle reentry at 7 km-', a non catalytic wall leads to a heat reduction of 70% and the reaction-cured glass
used for the space shuttle thermal protection system, with a recombination rate constant of about im ', to a reduction of
about s0%.

An interesting point mentionned by Goulard is the evolution of wall heat flux with temperature on a finite catalytic
wpll. The catalytic rate coefficient increases with temperature (see equation 21), i.e as the wall temperature increases the
wall becomes more and more catalytic so that the wall heat flux may increase with wall temperature.
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Computations have been performed over axisymmetric hyperboloid at zero degree incidence which are supposed to
represent the space shuttle windward symmetry line [971.

The stagnation point wall heat flux evolution during the reentry is plotted on figure 48 for a catalytic wall, a non-
catalytic wall and a wall with finite catalycity according to Scott data [951, asauming a constant wall temperature of 1500K.
The agreement with Goulard results is fair as the maximum wall heat flux is reduced by about 70% for a non-catalytic
wall and 40% for a wall with finite catalycity. These reductions remain important during all the reentry, not only at the

.000

% ~00200
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Figure 50: Wall heat flux for a catalytic wall Figure 51: Wall heat flux for a non-catalytic wall
(from [91) (from [91)

stagnation point but also all along the body as shown on figures 50 and 51 on which the wall heat flux evolution along

the windward centerline during the reentry has been plotted, The wall heat flux reduction due to a non-catalytic wall is
roughly constant all along the body.

The atomic nitrogen mass fraction profiles are plotted on figure 49. As thermal diffusivity is accounted for, the slope
of the profile at the wall is no longer null for a non-catalytic wall. Moreover, chemistry leads to nitrogen recombination in
the boundary layer, but the nitrogen mass fraction does not vary significantly when the wall is non-catalytic. Nevertheless,
the reduction of atomic nitrogen with increasing wall catalycity is clearly brought into evidence.

The practical importance of wall catalycity is shown on figures 52 and 53 on which the wall temperatures are plotted for
non catalytic and catalytic walls, at the stagnation point during all the reentry (figure 52) and along the body at 71.29 km
altitude (figure 53). These wall temperatures are computed by assuming the wall to be at radiative equilibrium, i.e tht heat
flux convected to the wall is reemitted as radiation. If heat conduction in the thermal protection system is neglected, the
wall temperature remains constant as observed during flight (see figure 43). The radiative equilibrium condition reads

OW + CrT = 0

where a is the Stefan-Boltzmann constant and c the wall emissivity coefficient (0.89 for the space shuttle thermal protection
system). A non-catalytic wall leads to a reduction of the maximum temperature of 450K at the stagnation point and about
250K all along the body. In the following presentation of Eldem's results, the wall temperature is always 1500K which is
an overestimation of flight temperature (see figure 43) as the aim of his study is not to compute real fluxes but to analyze
the model sensitivity.

Eldem 1441 compared his results with the Fay and Riddell formulae. While these formulae were obtained for frozen flows,
Eldem's results account for chemical non-equilibrium. For a catalytic wall, the agreement is within 5% as it will be shown
in the next section that the wall heat flux is then not sensitive to chemical reaction rates. For a non-catalytic wall, the
agreement is poor, Fay and Riddell formulae underestimate the heat flux by about 50%. Corrections are proposed 1441 but
have not been validated for other situations than the STS-2 reentry.

Other interesting parameters can be obtained from boundary layer computations such as the skin friction coefficient to
know the viscous contribution to the drag or the displacement thickness to estimate viscous/inviscid coupling effects. Thes
parameters are related to the velocity and density profiles as

= C _ , 6. f (1 - IU)dy

The velocity profile is hardly modified by the wall catalycity, as shown in figure 54. For a catalytic wall, the fluid is
less dissociated in the wall region as shown on figure 49 so that the temperature is higher as less energy is stored as species
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formation enthalpy (figure 55). According to the state equation (1l),the density depends upon both the temperature and
the dissociation level. Catalytic walls increase the temperature but decrease the dissociation level so that the influence on
deitr profile cannot be estimated a-priori from the state equation (11). The variation of density with surface catalysis is
not always the same in the boundary layer as shown on figure 58.

Consequently, the skin friction is hardly affected by the wall catalycity (figure 57). The skin friction coefficient is very
large for a laminar boundary layer. This is due both to the low Reynolds number and to the cold wall temperature. The
influence of wall catalycity upon the displacement thickness is clear on figure 58 but cannot be a-priori estimated. It must
be pointed out that the displacement effect is very weak as the wall temperature is low. The rapid increase of density in the
wall region (figure 56) reduces the mas flow los in the boundary layer. Negative displacement thicknesses can be observed
at high altitudes or for lower and more realistic wall temperatures. Viscous/inviscid interaction should be very weak.

Similar results have been previously obtained by Shinn [97] with a simpler real gas model but using a viscous shock
layer approach.

8.2 Influence of the chemical rates

8.2.1 Fay and Riddell results

The influence of chemical reaction rates was brought into evidence by Fay and Riddell [47] for the stagnation point and
confirmed by Blottner [16] for boundary layers along bodies.

In the Fay and Riddell axisymmetric stagnation point solutions, the chemistry is modelled by a single reaction. Boundary
layer equations under similarity form bring into evidence the coefficient

= 2ki9

nammed recombination rate parameter which represents the ratio between mean flow and chemical reaction time scales.
The influence of the recombination rate parameter upon stagnation point solutions is shown on figures 45 and 46.

Figure 46 shows the atom mas fraction profiles for a non-catalytic wall. As atom recombination is not imposed at the
wall, the more important the recombination rate, the more the atoms recombine in the cold region near the wall. This
recombination leads to an heat release which is mainly convected to the wall so that the wall heat flux for a non-catalytic
wall increases with the recombination rate parameter (figure 45).

For a catalytic wall, the wall heat flux is due to two terms (Equation 26)

" The temperature gradient at the wall which depends upon the energy release due to atom recombination inside the
boundary layer

" The mas fraction gradient at the wall as each species diffuses with its own enthalpy. This term represents the energy
release due to atom recombination at the wall

The sum of these two terms is hardly affected by the recombination rate which modify the region where atoms recombine
as the energy release is eventually convected to the wall. Figure 45 shows that the wall heat flux on a catalytic wall is
weakly dependent upon the recombination rate parameter. When the recombination rate parameter increases, more atoms
recombine in the boundary layer so that the term linked to the wall temperature gradient increases. The decrease of the
wall heat flux for large recombination rate parameter is due to the fact that an important part of the recombination then
occurs in the outer part of the boundary layer and the heat released there is not fully transmitted to the wall but partly
advected downstream.

Chemical equilibrium is the limiting case of infinite recombination rate parameter. Formulae 22 and 23 shows, in
agreement with figure 45, that the heat flux for a chemical equilibrium flow and a frozen flow on a -atalytic wall are very
close since Z - 1 and that the heat flux is slightly higher for the frozen flow on a catalytic wall as £ > 1.

8.2.2 STS-2 prediction sensitivity to the chemistry model

It has ueen shown previously that the reaction rate constants are known with some uncertainty (see figures 13 and 14).
Eldem [8] [9] [36] [441 investigated the influence of existing chemical models on space shuttle wall heat flux predictions. The
STS-2 reentry trajectory is still used and, for the sake of simplicity, the wall temperature is assumed constant and equal to
I OOK.

Four chemical models are compared, i.e the chemical equilibrium which corresponds to infinite reaction rate constants
and the sets of reaction rate constants published by Bortner [22], Gardiner [49] and Oertel [84]. It must be mentionned
that Gardiner data are the same as Baulch ones [II which are the NBS recommanded rate constants [107], except for the
two shuffle reactions.

The variation of the stagnation point wall heat flux prediction with the chemical reaction rate constants is shown on
figure 59. For a catalytic wall, the wall heat flux does not depend upon the reaction rate as shown previously. A slightly
larger wall heat flux is obtained for flow at chemical equilibrium. This seems at variance with Fay and Riddell results and is
due to the fact that they considered very low wall temperatures so that, at chemical equilibrium, the recombination occurs
far from the wall as shown on figure 44 and a part of the released heat is not transmitted to the wall. In Eldem's computation,
as the wall temperature is higher, the recombination occurs close to the wall and is more complete for equilibrium flows, so
that both the heat release and the wall heat flux are slightly increased.
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Figure 59: Influence of the chemical reaction rate on the stagnation point wall heat flux (from 1441)

For a non-catalytic wall, a large discrepancy is observed as the wall heat flux depends only upon the wall temperature
gradient, i.e upon the energy release due to chemical reactions inside the boundary layer. Oertel chemical model gives a
faster dissociation rate of oxygen (see figure 14) and hence a faster recombination rate in the cold region close to the wall.
A higher wall heat flux is so predicted. Gardiner and Bortner models, which are within the present uncertainty range, lead
to a 12% difference in wall heat flux, i.e roughly a 3% difference for the wall temperature or about 40K.

The influence of the chemical rate constant on the wall heat flux predictions along the shuttle centerline is shown on
figures 60 to 63 for various points along the reentry trajectory. All along the body, during all the reentry. the wall heat flux
on the shuttle centerline does not depend upon the chemical model if the wall is catalytic. The wall heat flux predicted
for flow at chemical equilibrium is again slightly larger than the one for a catalytic wall. 7 he arguments presented for the
stagnation point still hold. For a non-catalytic wall, the sensitivity of the wall heat flux prediction to the chemical model
reflects the variations of flow conditions during reentry.

" At higher altitudes (figures 59 and 60), the density ts very low, even behind the shock wave. The chemical time scale
is very long and the flow is almost frozen. The results are then hardiy sensitive to the chemical model.

" When the altitude decreases, the density increases very rapidly as shown on figure 42. The chemical time scale
decreases rapidly so that the flow is in chemical non-equilibrium (figures 59 and 61). Oertel's mcdel gives larger
oxygen recombination and higher wall heat flux. Some discrepancies are observed between Bortner and Gardiner
models.

" At lower altitudes (figures 59 and 62) the density still increases and the flow is still in chemical non-equilibrium. The
d, repancies are amplified. Oertel's model get close to catalytic wall results as it tend to recombine all the o .ygen.
Bortner's model predicts a wall heat flux roughly 40% larger than Gardiner's model, i.e about 70K discrepancy in
radiative equilibrium wall temperature on the rear part of the shuttle.

" At lower altitudes (figures 59 and 63), the velocity has decreased while the density still increases so that the flow get
closer to chemical equilibrium. As the velocity is lower, only oxygen dissociates now. Oertel's model gives predictions
similar to equilibrium flow. Bortner and Gardiner models agree and still show a wall catalycity effect, i.e chemical
equilibrium is not yet reached.

It must be mentionned that the circles on figures 60 to 63 are flight data. They menst not be compared with the computations
as in the computations the wall temperature was overestimated and the heat fluxes so underestimated. Moreover, entropy
swallowing effects were not accounted for and the geometry was only an approximate one.

The study of the influence of chemical reoation rate on the other boundary layer parameters shows that the velocity
profile is not modified while the mass fraction and temperature profile depend upon the reaction rate, so that the evolution
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of the density profile cannot be &-priori predicted. Consequently the skin friction coefficient is not significantly modified
by the chemical model while large variations of the displacement thickness, of about a factor of two are observed.

The influence of reaction rate was also studied by Shinn [971 who only compared finite reaction rates chemical equilibrium
in viscous shock layer computations. If the flow is assumed to be at chemical equilibrium, it is already dissociated downstream
of the shock wave while for finite reaction rates, the species maw fractions are conserved through the shock wave and the
flow relaxes downstream. The temperature profiles are thus different as in equilibrium flow a part of the energy has been
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Figure 64: Shock layer temperature profiles on Figure 65: Shock layer velocity profiles on STS-2
STS-2 centerline at 30% chord (from [971) centerline at 30% chord (from [971)

removed as species formation enthalpy, so that the temperature is lower for equilibrium flows (figure 64). The mass fraction
profiles are also affected not only just behind the shock wave but down to the wall (figures 66 and 67). However, the velocity
profiles are very close (figure 65) although the shock layer thicknesses are different.

8.3 Model reduction for boundary layer flows

In order to reduce the computation time, model simplifications are usually introduced. A systematic study of model
simplifications from the analysis of "complete" model calculations has been performed by Eldem [8][9 36] [44] for boundary
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layer flows on the STS-2 reentry.
As concerns chemistry, a good approximation to represent all the process with a reduced set of chemical reactions is the

Zeld'ovich model, i.e
0 +N, - +0 + N:
Ns + 0 NO+ N
NO+ 0 -= N + O

At low altitudes, the prediction can be improved by taking into account two more oxygen dissociation reactions

02+02 - 0+0+02
03+0 - 0+0+0

as only oxygen dissociates at the end of the reentry due to the decrease of the velocity. These results are in agreement
with previous results obtained by Blottner [171 who brought into evidence the major rble of the oxygen dissociation and
the shuffle reactions. To get a perfect agreement with the complete calculations all over the reentry trajectory, five more
reactions of nitrogen and nitrogen monoxide dissociation are needed.

N, + N2 - N±N±N:
N2 +N - N+N+N
NO+N2 - N+O+N2
NO+N - N+N+0
NO+0 . N+0+0

The seven other reactions play no rble and can be neglected.
As concerns the transport, the thermal diffusion is a second order effect and can be neglected. Moreover, the Prandtl

number remains quite constant in all the flow during the whole reentry so that a constant Prndtl number can be assumed
without modifying model predictions. At last, analysis of the species diffusion shows that it can be roughly modelled by
a Fick law but that the Lewis number is not the standard 1.4 value but closer to I, in agreement with Cohen results 1331
(figure 34). A value of 1.2 gives fair predictions all over the STS-2 reentry trajectory.

At last, polynomials fits to thermodynamic functions 152 give the same results than calculations from the partition
function.

Readers can refer to [8] [91 [361 [441 for more details.

9 Flows with ionization

lonisation is an important parameter as it alters radio transmissions and is responsible for black-out phenomenon during
reentry or radar detection as concerns missiles. Plasma is a high-pas filter the cut-off frequency of which can be expressed

as
f, = 8.97FN.

where f. is in Herts and N, is the electron density, i.e the number of electrons per volume unit (here per cubic meter). This
electron density can be expressed from the electron mass fraction as

PM,

This explains why the black-out phenomenon does not occur at the beginning of the reentry when the vehicle has the
maximum velocity (and hence the maximum electron mass fraction is achieved) as the air density is too weak. Black-out
is observed at lower altitudes when the vehicle velocity is still large enough while the pressure and thus the density have
increased.

9.1 Flow around bodies

In section 8, it has been stated that the ionization can be neglected for boundary layer calculations at shuttle reentry
conditions. This can be stated from figures 16, 17 24, 25 and 41 which shows that, in such conditions, ionization is very
weak. Electrons are mainly due to ionization of nitrogen monoxide but only about one-percent of nitrogen monoxide
ionizes. The ionization process consequently does not affect the thermodynamic budget of the flow as the energy required
for flow dissociation is much more larger than for flow ionization. The energy, mass fraction and velocity profiles are thus
unchainged by the ionization process (see e.g 125]).

For higher velocities, the ionization is no longer due to nitrogen monoxide ionization but to atomic nitrogen and oxygen
ionisation. Thi can be sen from figures 23 and 24 on which the ionized nitrogen monoxide mas fraction decreases at
high temperatures while the electron density increases. This can aiso been observed on figure 17 assuming that a density
decrease at constant temperature has the same effect as a temperature increase at constant pressure.

Evans 1451 proposed a maximum velocity of SOOOin
-
s below which only nitrogen monoxide ionization is to be accounted

for and a minimum velocity of 9000Oin - above which the ionization is due to atomic oxygen and nitrogen.
Dunn 1431 showed that for eentry plasma around the RAM-CH body, at velocities of about 7500ms - ', the above

presented eleven species model must be used (sfe section 3.2).
All the above mentionned studies were done with a thermodynamic equilibrium assumption. Only recent calculations

account for electron te sperature ro-equilibrium as the one performed by Park [871 and presented in section 7.
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9.2 Wakes

Because or their length and level of observability, blunt body wakes are of practical imoortance in missile detection. The
state-of-the--art twenty year go is published in f481. A particular feature of wake flow is the large range of pressure and
temperature conditions encountered as the flow relaxes from the hot shock layer around the body to a cool expanding far
wake. Therefore, negative ions and nitric oxides which are stable only at low temperatures must be accounted for in the far
wake model while they are negligible around the body. This can be shown from figure 68. Succesive regimes are observed

Y. JC
7-t7. 70

K7 

J

Figure 68: Species mole fractions in the wake of a 4.76mm dianeter sphere at 5730msa- in a 520 Pa atmosphere (from [1021)

a Very close to the body, the electrons are mainly due to nitrogen monoxide ionization as stated before but, at larger
distances, other processes become important.

a At about 1000 radii behind the body, the gas is less hot (T-1000K) and electron density is depleted by the neutral-
ization process

NO+ + e - N +0
and by the O formation

while a-istaincd by 0- and 02- neutralization reactions

O+ M 0: +e- + M

0 + 0 *O + e-
0-+0 03 + c-
O-+NO NO+ e-

" In the far wake, at about 10000 body radii, the temperature has felt to ambient level. Electrons are now lost either
by

No+ + e- - N +0
or by formation of NO and NO while a complex exchange cycle takes place between 0-, 0- and O.

Sutton study deals with a pure air experiment. Much more complex chemistry model may be needed when carbon-
dioxide is present and leads to other ionized species or when other species, either ablated species or ad-hoc species such as
sodium, are injected in the flow to modify the electron density [301.

This last example shows how the chemical model may vary with the temperature and pressure conditions. It must be
reminded that Arrhenius forms are just fair fits to measured reaction rate coefficients and may not be valid over the whole
range of temperature. Zonal models are thus required in such conditions [102).

Conclusions

Real gas effects are due to the transformation of an hypervelocity flow in an hyperenthalpy flow. The high temperature
flow is thus the room of various phenomena, either thermodynamic or chemical non-equilibria and relaxations.

The classic aerodynamics used for sub- and supersonic flows of ideal gases is no longer valid and new physics must be
introduced. Description of the basic phenomena leads to the knowledge of the flow behaviour. The knowledge of the way
energy s stored in particles provides all the thermodynamic description while the knowledge of the way particle interact at
the microscopic level leads to the flow governing equations and to the chemical model.

the
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Two main problems ae then to be faced. The first is due to the model uncertainties. The interparticle potentials from
which the transport properties are computed are not well known. The uncertainties upon reaction rate constants lead to
large discrepancies in the flow computation, e.g 40% uncertainties in wall heat fluxes.The determination of surface properties
(catalycity, emissivity) and their time evolution is also an important problem for vehicle optimization. Basic experiments
are required to improve the current state-of-art.

The second one is the choke of the adequate model. Simplified models are always looked for to save computational time.
The validity of a simplified model can only be proved by comparison with a more complete model. But leading phenomena
depend upon the pressure, the temperature and the boundary conditions. They also depend upon what is looked for. For
example, very sophisticated models are not required to compute the heat flux on a space shuttle with a catalytic wall while
thermal relaxation is the main parameter in laer flows to determine the vibrational level populations and the radiation.
Similarly, the choice of the important chemical species may strongly depend upon the considered part of the flow as shown
in the last example.

Finally, as the vehicle design relies upon both numerical methods and wind-tunnel testings, it must be stressed that
hypersonic facilities are very useful to simulate one phenomenon but are unable to duplicate all the flight conditions. As
extrapolation from wind-tunnel data to flight are sometimes hazardous (see e.g [70]) flight experiments in realistic situations
are required to validate numerical models.

The author would like to acknowledge Pr J. Cousteix and Dr B. Zappoli for their critical review of his paper and
Pr R. Brun and Dr C. Eldem for their help. The support of Mr J.P. Drucbert, the local 1ATEX expert, was sgo appreciated.
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AEROTHERMODYNAMIC INSTRUMENTATION

by
Richard D. Neumann

Technical Manager for Aerothermodynamics
Air Force Wright Aeronautical Laboratories

Wright-Patterson Air Force Base, Ohio 45433 USA

Section I
INTRODUCTION

Engineering involves understanding the response of a physical system to changes in

imposed criteria or ground rules. Engineering solutions are, therefore, not static nor
absolute but vary with the nature of the problem posed. Serious difficulties can be
introduced by a routine engineering response to a newly posed question; the 'force-

fitting' of yesterday's technology to tomorrow's problems.

Instrumentation being a sub-set of engineering problems follows this trend.
Instrumentation solutions are NEVER static nor absolute, they change with the nature of
the problem that is posed. There are several reasons for investigating instrumentation.
They are:

1. To be able to measure what has not been measured before; a reason driven by the
very healthy contemporary tension between computational fluid dynamics (CFD) and
experimentation.

2. To upgrade routine measurements with newer, state of the art instrumentation
devices. An example of this is the replacement of older mechanical sani-valve pressure
measuring systes with newer electronic scanning pressure measurement systems.

3. To employ test facilities more effectively. This reason refers both to technical
and economic responses to the changing costs of experimental facilities, their
instrumentation and test models.

The first reason is a response to a new technology. Computational Fluid Dynamics (CFD).
that burst on the engineering scene as a supposed threat to experimentation but which, in
retrospect, depends to a large extent upon experimentation and in turn challenges
experimentation and instrumentation. In truth, CFD is not a threat but a spur to
experimentation which, in turn, challenges our ability to instrument those experiments.
CFD must start with experimental results to formulate the many models which are internal
to the program and rely on a variant of that same experimentation to *validate' the final
composite product. Experimentation produces that data but in so doing must admit the
difficulty in producing needed measurements as well as the inherent errors in measurement
technology; errors made more obvious by highly sophisti'ated numerical modeling of the
flow field. An excellent paper demonstrating this process of interaction between
numerics and experimentation is that of Griffith et al, 1983, which discusses the
application of aerodynamic coefficient data taken at Mach 8 to flight conditions shcwn in
figure 1.

The second reason for investigating instrumentation is both a response to newer
technology and a response to economics. Newer instrumentation technology c-itinuallv
recuires a re-assessment of the cost of measurements and the efficiency with which they
can be accomplished. Newer gages rily well be faster and less prone to malfunction and
tl-s r,st be considered.

The third reason for Investigating instrumentation is a response primarily to economics.
Chapman. 1975, highlighted a frustrating trend in experimentation; an ever increasing use
of wind tunnels to develop new aircraft. The Rockwell Space Shuttle is a stellar
datapoint In this respect; an enormous application of experimentation. Experimentalists
were required to respond to that trend as well as to new economic realities caused by the
cost of energy. A fascinating feature ab'. such a response is that it is rarely linear.
Each level of challenge brings about new options in additio.i to thr bvloug option of
Improving past activities. The response to the challenge of higher energy costs has been
to accomplish more with numerics as well as to compress testing times by orders of
magnitude through the introduction of new test technologies. This area, which I call
dynamic testing' will be discussed in greater detail later in these notes.
In the previous paragraph, the terms 'instrumentation' and 'experimentation' have been

used somewhat interchangeably. Experimentation, within the context of these notes, is the
use of wind tunnel type test facilities to produce a flow field that can be observed and
understood. Instrumentation involves the techniques used to achieve and quantify those
observations. Viewed in this manner instrumentation encompasses more than physical
devices; it encompasses both the physical hardware and the mathematical software with
which to understand flowfields. In recent years, an increasing percentage of time and
effort is associated with this software and this relationship will be discussed in these
notes.

The ability to measure a quantity of interest must be developed in relationship to the
characteristics of the experiment undertaken. For a wind tunnel experiment, these
characteristics are connected with the experimental facility and its limits; the model
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used in ' t wind tunnel facility and the required response characteristics of the signal
being measured. Further. that which is being measured may well be an intermediate step
between the experiment and the desired knowledge. Not every quantity is directly
reasurable but every physical quantity is observable, either directly or indirectly.
through experimental measurements.

This presentation on thermal instrumentation will progress from a discussion of th
features of thermal instrumentation to a discussion of the thermal model simplifications
implicit in thermal instruments to a definition and discussion of thermal gages, the
products of these simplifications.

WHAT CONSTITUTES USEFUL HEAT TRANSFER DATA'

All of the problems and associated sources of error to be discussed in these notes can be
made apparent by careful consideration of the answer to this question. The final
objective of any heat transfer test is the determination of whether or not a particular
structure will survive or fail at the thermal conditions to which it will be subjected.
The goal then is the ability to compute real structural temperatures at real
environmental conditions to be found in flight. In order to compute what these
temperatures are going to be we must be able to predict the Amount of heat transmitted to
the structure from the environment in which it is to operate. This environment probably

will not be reproduced in the test facility employed. If it is not, then the
experimenter must be able to extrapolate the data obtained to the actual flight
conditions. If this cannot be accomplished, the data will have no engineering value. A
case in point is transitional data which is all too easy to generate but difficult to
impossible to extrapolate to flight conditions.

The question then is 'how to measure the heat transfer rate in the test facility in such
a way that it can be used to compute real structural temperatures in real operating
environments" Do we want to measure the heat transfer rate at the model wall or do we
want to measure the heat transfer coefficient of the flow field at a specific location

Ther, is a significant difference. The HEAT TRANSFER RATE at the model wall is a
function not only of the flowfield but also of the model thermal properties and the
structural configuration. These data cannot be used to predict the heating rate that
would occur under either different flow conditions or on another model having a diffcrent
internal structure and/or thermal properties. That is. the data so generated cannot be
extrapolated to real flight hardware conditions. It is *tainted' by the incidental
features of the experiment and thus valid only for the particular test hardware and at
the conditions of the test. The HEAT TRANSFER COEFFICIENT on the other hand is primarily
a property of the flowfield. Defining the heat transfer coefficient through testing
produces the correct boundary condition from which the surface heat transfer rate can be
computed for any wall temperature. A finite element conduction code, which will be
discussed later in these notes and which models the response of any particular wall
structure, can then use this general boundary condition to predict both su:-face and in-
depth temperatures as a function of time.

Obviously, the intent is to measure the heat transfer coefficient of the flow field. A
measurement of only the heat transfer rate is of limited value. The heat transfer
coefficient is. however, only a definition of the local relationship between the surface
heat transfer rate, the flowfield recovery temperature and the wall temperature of the
model.

h = q / (Tr - Tw)

A sensor which produces useful heat transfer data must provide both surface heating rate
and wall temperature and be supported by either measurements or prior knowledge of
recovery temperature. The sensor must also isolate the convective heating from the sum of
all modes of heat transfer. Finally, it must not affect the flowfield of the test article
in which it is placed. We must understand that the test article and the flow field are an
inter-related physical system; one affects the other. The flowfield produces aerodynamic
heating at the model surface by converting the kinetic energy of the flow into thermal
energy through boundary layer deceleration. The thermal energy is dissipated through
conduction and radiation according to the thermal model and structural properties. This
dissipation of energy determines the surface temperature history. The surface
temperature, In turn. affects the boundary layer thickness which, in turn, can affect the
inviscid flow field. A change in the flow field in turn changes the level of aerodynamic
heating.

It would seem at first observation that no useful data can ever be obtained in a test
facility which can be reliably extrapolated to other conditions. As in all engineering
problems, there are compromises and tradeoffs. In this case, the key is to minimise the
effects of the model surface temperature on the flowfield by judicious design of the test
model and its instrumentation. In particular, th. test article must be designed so that
its surface temperature will remain as isothermal as possible. The definition of the heat
transfer coefficient will then be valid and useful for moderate variations In the global
surface temperature.

This simple rule is difficult to implement and is the most often violated rule in the
field of aerothermal instrumentation. If a gage Is not thermally matched to the model
wall then it not only disturbs the flowfield but also induces lateral conduction of heat
between the gage and the surrounding model structure. In this case, the gage is now
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measuring the sum of the aerodynamic heating caused by the flowfield deceleration and
that of conduction. Unless the thermal model ured in the data reduction program can
account for all modes of heat conduction (which is very difficult), the resultant data is
in error.

The answer to the original question then is that we must determine the heat transfer
coefficient through the inference of the surface heating rate cn an isothermal surface.
No matter what type of gage is used to obtain the surface heating rate, it must be
thermally matched to the model surface and provide an accurate surface temperature
measurement as well. If not perfectly matched then the reduction technique must at least
accurately model all modes of heat transfer to and from the sensing element,

WHAT IS A HEAT TRANSFER GAGE?

A heat transfer gage is the physical embodiment of a concept that reduces the general
flow of heat into a structure to a more simplified and, hopefully, a uni-directional flow
of heat and infers from that flow of heat the rate of surface heat transfer through
strategic measurement(s) of temperature within th, gage.

These gages must be both LOCALLY WELL DESIGNED and GLOBALLY WELL INTEGRATED. Locally well
designed to simplify internal heat paths and heat modes while minimizing losses:
classically the isolated heat transfer gage design problem. Globally well integrated into
the model since convective heat transfer is a function of the flow history over the model
as it affects the streamline washing the gage as well as the converging or diverging
character of streamlines in the vicinity of the gage. It will be demonsirated that many
of the 'classical' errors in measuring heat flux violate one of these basic assumptions.

WHY DOES THE METHOD OF HEAT TRANSFER MEASUREMENT CHANGE WITH TIME'

Why are we discussing the measurement of heat transfer at allO Clearly, there are many
handbooks and sales brochures which cover commercial hardware for the measurement of heat
transfer. What can we learn about the measurement of heat transfer that is not in these
handbooks and above all, why not just continue to measure heat transfer as it has been
measured in my particular laboratory for the past dezades9

Heat transfer, as with many engineering subjects is part art and part science. The
science part; the laws of heat flow and the modes of heat transfer, is well documented in
textbooks and develops slowly. The art; the engineeriig application of this scivnce to a
particular situation, is not well documented. In fact, it may be totally overlooked in
technical literature.

There are two reasons for continually upgrading and improving the quality of measurements
being taken. Those reasons are:

1. To improve the informational content of the measurement. Here we can consider
improving the sensitivity of a steady atate measurement to accurately evaluate lower
strength signals or the development of more rapidly responding instruments to understand
the higher frequency aspects of a measurement. Consider two examples. Recently Professor
Bogdenoff and others have started to investigate the high frequency aspects of pressure
measurement - particularly for measurements in or near a separated flow region. Since
most pressure transducers will not discriminate such a signal, newer instruments are
required together with their associated data acquisition, conditioning, storage and
analysis capabilities. As a second example, the shock tunnel experimenters have known
for some time that very high frequency data from thin film transducers display the
inherent characteristics of the boundary layer in which they are placed. In fact, much of
the 'noise* associated with such gages is, rather, the measurement of the transitional
behavior of the boundary layer over the gages. Convesely, there is growing
understanding, to be demonstrated later, that an understaning of the boundary layer
state is required. Such a merging of need and capability would require upgraded
instrumentation.

2. To improve the economics of measurement. There are measurements that require
substantial time to achieve. Reducing that time can reduce the cost of the measurement.
Costs are reduced by either reducing 'air on' test times in the acquisition of
measurements or by reducing the amount of labor intensive work to reduce measurements to
useful data. An example here is the use of temperature sensitive paint to 'map' the
heating to the surface. Such paints produce photographic data which is labor intensive
to reduce and interpret. Similar data might be achieved using, instead, computer based
data acquisition and processing equipment. These data, with the aid of VERY cost
effective computers, can be handled much more effectively than reading photographs. As a
second example, thin skin heat transfer -gages' were used for decades to achieve point
measurements of heating. These devices allowed the generation of a single condition
during a tunnel run. Newer gages of a different design allow the generation of an entire
pitch cycle of data during the same tunnel run. Tunnel operating costs are thus reduced
and data quality is increased through the use of newer gages and their associated
computer data manipulation techniques.
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WHAT'S THE DIFFERENCE BETWEEN...

To further introduce the topic of aerothermal instrumentation, the following paragraphs
will describe several similar physical situations which will be used to introduce
concepts which will be discussed later in the notes.

Figure 2 indicates two gages similar in that both wrap metallic strips about the top of a
cylinder. On the left, the strip is a wire (or film) of Platinum, a single metallic
material. On the right, the strip is a wire of Platinum and Rhodium Joined at the center
of the cylinder. What's the difference ... ? The two sketches in figure 2 demonstrate
two completely different ways of 'measuring' temperature. On the left is a resistance
thermometer which measures resistance in the Platinum film and relates that resistance to
temperature through prior calibrations. The instrument employee a bridge circuit to
measure the out of balance resistance of the film. The bridge requires an active current
flow to measure the resistance and thus the resistance thermometer is termed a powered
gage.

On the right is a thermocouple in which, at the junction of the dissimilar materials, an
electromotive force (EMF) is generated and measured by a sensitive voltmeter. This EMF is
related to temperature through prior calibrations. As an EMF is generated, no active
current flow is required through the gage and it is termed unpowered. Both instruments
are the basis of instrumentation used in test facilities and each will be discussed
later.

Figure 3 demonstrates two thermocouples each on the surface of the cylinder of insulating
material. In both cases the thermocouple junction is located at the same position. On the
left, the wires eminating from the junction are immediately drawn away from the surface
of the cylinder. On the right, the wires eminating from the Junction remain on the
surface of the cylinder for a short distance. What's the difference ? Metallic wires
have a very different thermal response than insulators. As both cylinders in the figure
heat up, the wires that more readily conduct heat will remain cooler than the cylinder
which is an insulator. Heat will conduct from the insulator into the wires. The longer
the length of wire on the surface of the cylinder about the junction, the less the
temperature gradient at that Junction. With a sufficient surface wire length, an thermal
equilibrium is established between the wire and the insulator. Conversely, the shorter
the surface wire length, the higher the thermal gradient in the wire. The gage on the
right is an isothermal staple gage in which the heat removal by conduction at the
junction of the thermocouple is minimized. The gage at the left would not be useful
beuause of conduction losses down the wires and from the insulative cylinder into the
wires.

Figure 4 shows a coaxial thermocouple arrangement set into cylinders. Coaxial
thermocouples are constructed by placing a wire of one thermocouple material into a
hollow cylinder of the dissimilar material. The two materials are then separated by an
electrical insulation except where a junction is desired. The coax thermocouple on the
left is placed in an insulator. The gage on the right is placed into a conductor whose
properties match those of the thermocouple material. What's the difference I

The difference is in the materials match between the coax thermocouple and the
surrounding cylinder. Installing a coax thermocouple into an insulator creates a thermal
heat sink and disturbs the thermal environment of the insulator. The coax thermocouple.
as in the previous case, draws heat from the surrounding materials that, by virtue .1
their thermal properties, are hotter for the same uniform heat input. This gage furti.r
creates a cold spot on the surface of the cylinder. When the thermocouple and zurrounding
cylinder are convectively heated, the cold spot disturbs the thermal boundary layer
changing the heat transfer to the surface.

These features of thermal instrumentation; how temperature is 'measured* and how
temperature sensors are integrated into the structure of the model will be discussed
further in these notes.

THE RELATION OF THIS REFERENCE TO THE WORK OF OTHERS

Schultz and Jones, 1973, produced an AOARDograph entitled *Heat Transfer Measurements in
Short Duration Hypersonic Facilities'. While this document was independently produced, a
review of their work indicates how closely they are allied. Schultz and Jones have
produced an excellent review of instrumentation processes for short duration facilities
that, in many respects, can only be referenced reverently in these notes.

There are, however, several areas where these notes diverge from the previous work.
First, the present notes are not focused on short duration facilities. These notes cover
conventional test facilities as well. Second. there is a general updating and broadening
of the database to include international instrumentation references. These references,
indicate the creativity of researchers worldwide. Finally, these notes contain more
personal commentary than the notes of Schultz and Jones. It is the intent of these notes
to provide educational notes on instrumentation that indicate some opportunities in the
field of instrumentation as well &a current experiments to validate those opportunities.
Our ability to improve our measurement capabilities is fundamental to more general
developments in hypersonics.
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In addition to the excellent review document by Schultz and Jones, two other reference
documents are recommended. These are (1) Chapter 4 of Dr. Richards book. 1977, dealing
with unsteady fluid dynamic phenomena; a book produced by the von Karman Institute. This
chapter was prepared by T.V. Jones and is in some respects an update of the earlier work
by Schultz and Jones and (2) a section of a more recent book entitled 'Methods of
Experimental Physics'. 1981, which was prepared by Thompson. All three of these
references present excellent material on the general subject of aerothermal
instrumentation.

CONCEPTUAL METHODS OF MEASURING HEAT FLUX

Thompson. 1981 prepared an excellent and concise review of heat transfer gages. In that
review, he listed three conceptual methods for 'measuring* heat flux. They are:

(1) heat flux may be related to the temperature gradient set up in a thin material
layer. These were termed *sandwich' gages.

(2) heat may be captured within a thermal mass which acts as a calorimeter and whose
transient temperature change can be related to heat flux.

(3) a heat balance in steady state may be established between in incoming
aerodynamic heating and a calibrated heat removal process.

These conceptual methods of inferring heat flux should be kept in mind as we look at the
many ways in which heat flux is measured.

The reader is cautioned however that although these categories represent fundamentally
different methods for generating aerodynamic heating, there is not a unique relationship
between the methods stated and their physical embodiment in a gage. The same physical
gage, as for instance a wafer of material with a thermocouple attached to both the heated
and backface surfaces, can be used to generate heat flux by any of the three stated
methods. The differences among the methods have to do with the incidental interaction
between the thermal diffusion time and test time.

Clearly, the gage shown in figure 5 is a -sandwich gage'; Thompson's category 1. However,
if the material properties are such that the heat does not diffuse to the backface
surface within the test duration, the backface thermal sensor is not responsive and the
gage becomes one in which the thermal pulse is 'captured' within the material mass. This
is a Thompson category 2 gage and an example of it is a thin film gage. If the wafer of
material is very thin and has high conductivity, the heated ane backface temperatures
will be the same (after a very short transition period due to thermal diffusion). The use
of either thermocouple (the backface thermocouple is easier to use) will give rise to a
calorimeter known as a thin skin gage. This is also a Thompson class 2 gage. Finally, if
the backface cf the wafer is heated or cooled with an active energy source (water or a
Nichrome heater for instance) , then this same device becomes a Thompson class 3 gage.

The gages to be discussed are designed through BOTH an understanding of various thermal
models AND an appreciation of the limits of those models with thermal diffusion time.

THE INFLUENCE OF WIND TUNNEL TEST FACILITIES
ON INSTRUMENTATION

The selection of aerothermal instrumentation is strongly influenced by the nature of the
wind tunnel model, the type and quality of data required and the characteristics of the
test facility employed.

THE NATURE OF THE WIND TUNNEL MODEL:

Historically, wind tunnel models were constructed of materials adequate to the test
environment to be encountered and simple enough not to be the focus of the experiment
itself. The materials of aerothermal wind tunnel models were classically either
metallics, generally steels, or insulators. The principle characteristic of the models
being that the materials and construction techniques were established as reliable.

Very recently, the concept of "'ere-structural' models has been introduced. Models in
this form of testing are actual structural elements constructed of actual flight
structural materials. The use of these materials complicates both the instrumentation
and test issues. This type of testing will be discussed later in the notes.

TYPE AND QUALITY OF DATA REQUIRED:

There are several reasons for conducting aerothermal experiments and each requires a
level of instrumentation somewhat different from the others. The reasons for testing
are:

1. The development and validation of "models'.
2. The understanding of the deviation of actual flow from

established and normally closed form analytical models of flow.
3. The *validation* of numerical computatioos.
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In the past, most testing has been conducted to understand the deviation of the actual
flow over a complex, three dimensional body from simplified flow models which were
amenable to closed form analytic solution. This technique reached its ultimate
application in the design of the Rockwell Space Shuttle where an extensive wind tunnel
data base was established. The primary intent of this data base was to *correct* the
closed form analysis techniques about cones, cylinders and plates to account for three-
dimensional effects that werO not defined through the simplified solutions. This 'effect'
testing required substantial heat transfer measurements supported by far lees flow field
data. It is termed 'effect testing' because the intent is to observe the effect rather
than to define the cause of that effect.

In the same general time interval (although extending back to the late 1930's) there has
also been a smeller and far more detailed effort to define and validate models of the
flow. These models, such as turbulence models, reference temperature models, real gas
flow models, definitions of Reynolds analogy factors and adiabatic wall temperatures to
name a few were developed from empirical data of extremely high quality using far more
detailed 'cause and effect' instrumentation. Such instrumentation is necessarily of
higher quality and self supporting.

The 'validation' of numerical codes is a newer but still largely ill-defined use of
experimentation. While such testing is discussed with increasing urgency of recent date,
the design of such experiments, the necessary instrumentation and the underlying test
philosophy are still undefined features of such testing. In general, there will be a
need for far more detailed data, higher volumes of high quality data and the acquisition
of far more complex measurements which stress cause and effect relationships in any
flowfield.

THE CHARACTERISTICS OF AEROTHERMODYNAMIC TEST FACILITIES

There is a strong and emotional interrelationship between instrumentation and the basic
characteristics of aerothermodynamic test facilities. From an instrumentation standpoint.
the differentiating characteristics of these facilities are (1) the duration of the test
and (2) the level of heating rate achieved during the test.

TEST DURATION:

Current and anticipated wind tunnel facilities operate or will operate from hundreds of
microseconds to many minutes per run. Aerothermal instrumentation problems with regard to
this time spectrum range from making ANY measurement in the very short run time test
facilities to making accurate measurements during very long duration tests of actual
flight hardware. Both ends of the time spectrum represent challenging technological
problems in instrumentation. Both require an openness to new instrumentation hardware.
acquisition techniques and analysis techniques.

Increased test Duration Is Not Always Good

There are several reasons why increased test duration is not of value in a new hypersonic
test facility. Several of these reasons deal with the interaction between
instrumentation and the test facility characteristics. Consider the following:

1. Model temperatures increase as the test duration increases. They create un-
anticipated and un-measured thermal paths in the instrumentation due to conduction along
or normal to the measurement surface and may even thermally deform or melt the model.

2. Model temperatures increase non-uniformly producing surfaces which are no longer
isothermal

3. There are several Instrumentation techniques which are invalidated by temperature
increases in the model. These are based, for instance, on the piezoelectric effect.
Extended duration tests require instrumentation that is not sensitive to temperature
changes within the model. Local skin friction, for instance, can be routinely measured in
a shock tunnel using piezoelectric gages but it is extremely difficult to measure in a
continuous flow test facility.

4. Measurements that are not concurrently made may not be consistent. Heat transfer
measurements are made within 2 seconds of injection. Pressure measurements require
somewhat longer time and traditionally force and moment measurements are made with the
mode' held in the tunnel for extended periods of time with surface temperatures
approaching recovery conditions. For a heated test facility, the surface temperature of
the model can vary by hundreds of degrees between these measurements. The ratio of wall
to total temperature, which is varied, is a sensitive indicator of phenomena like
separation. It is possible that under this test scenario one se* of measurements would be
conducted under conditions of control separation (the pressures and force and moment
data) while another eot of data would be conducted with no separation because of the
gross differences in the ratio of the wall to total temperature between the two sets of
data.
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TEST ECONOMICS

Perhaps a decade ago the entire subject of test economics would never have been
considered. Certainly the question presupposes an ability to make measurements at all.
The newer test facilities exemplified by the development of Tunnel g at the Naval Surface
Weapons Center are very expensive; typically *20,000 per one second run, and require
attention to test efficiency. How much can be accomplished in a one second run?

The large aerodynamic test facilities at the Arnold Engineering Development Center, AEDC,
represent another 'opportunity" for creative instrumentation based upon the existing test
economics. These facilities operate continuously for an entire test shift. Much of the
airflow time is wasted during the aerothermodynamic tests because there is no model in
the test section. At *10,000 per hour, these testing inefficiencies must be addressed in
the instrumentation. A substantial contributor to wasted airflow time in these
facilities is the physical manipulation of the model during the test process. Gaining
access to the model can use 10 minutes of airflow time each time. During one typical
test entry under the Space Shuttle program *40,000 was consumed manually changing the
model control deflections. Newer instrumentation and model design concepts can
dramatically reduce that cost. There are direct implications here for automated model
changes; the use of motor driven control surfaces and alternative test techniques; the
use of reversible temperature indicating coatings rather than irreversible coatings.
These newer techniques are driven by economic rather than technical considerations. They
are replacement techniques which reduce the overall cost of test operations and increase
test efficiency.

NON-ISOTHERMAL WALL EFFECTS

The successful measurement of aerodynamic heating in either a ground test facility or in
flight requires that the experimenter (1) properly locate thermal sensors in the
structure of the model such that heat flux may be deduced through the application of
simplified thermal models and (2) that these measurements be made so that the material
does not know there is a thermal sensor installed. The second criterion implies. in
part, that the model under consideration have no local disruption of the thermal boundary
layer due to the presence of a gage; the model must be isothermal. Figure 0 from Schultz,
1965. indicates graphically the effects of placing poorly integrated gages into wind
tunnel models.

This subject has been stressed throughout the years and yet again and again this
criterion is violated and poor data are the result. Non-isothermal surfaces can be
caused either by poorly integrated instrumentation (normally the use of off the shelf
gages that are thermally far different from the model in which they are placed) or by
models fabricated of dissimilar materials or having dissimilar physical characteristics
in the same material. Consider for example the fabrication of a model from insulative
materials except in the nose where, for thermal reasons, the model has a steel nosecap.
Similarly, a model fabricated entirely of stainless steel where the nose is solid but aft
of the nose thin skin construction is used for heat transfer measurements will cause
analysis difficulties.

Non-isothermal gages generate incorrect heat flux for two reasons. First, the installed
gage creates either a heat sink or hot spot on the surface of the model which distorts
the boundary layer and generates a different heating rate over the gage. Second, the
installed gage exchanges heat with the surrounding model, either drawing in heat or
giving it up in a manner not considered by the thermal model forming the basis of the
instrument.

The classic example of this is the installation of heat sink instrumentation in the
insulative structure of the Space Shuttle external tank. The resultant error in the
measured heating rate caused by this mismatch in surface temperatures was a factor of 21
Similarly, poorly matched gages have been routinely installed in insulative wind tunnel
models to aid in the calibration of some survey technique for measuring heat flux. These
data were grossly in error as the temperature difference between the insulator and the
gage increased.

There are techniques available for the evaluation of heat flux under non-isothermal
conditions. All of these techniques require knowledge of the streamline history of the
flow which, for a general body, may be difficult to accurately determine.
Correspondingly, these effects increase in severity with test time and locally imposed
heating rates. Rapid data acquisition can reduce non-isothermal effects. The reader is
ancouraged to carefully design the model and integrate the instrumentation so that
problems of this type do not occur in the first place.

The problem occurs because off the shelf instrumentation is applied without an
understanding of integration problems. Instrument manufacturers are not concerned with
the installed performance of their device; their concern is with the design of a self
contained and properly sensed thermal model that can be screwed or potted into whatever
model is being tested. It is the experimenter who must beware of the integration problem.
A wide variety of validated instrumentation exists which integrates well into the
structure of the wind tunnel model contemplated. Proper selection of that
instrumentation will reduce the difficulties of non-isothermal wall effects.

I
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Section II
Thermal Models

Thermal models are mathematical representations of the flow of heat within media. In the
present context, thermal models define the response of the physical wind tunnel model and
its instrumentation to an imposed heat transfer. Figure 7 shows schematically that heat
transferred to the surface by forced convection is dissipated in all directions by a
combination of conduction, radiation and internal convection. While these heat transfer
mechanisms can include the effects of thermal radiation from the surface of the model
either inward or outward toward the walls of the facility, radiation may be ignored for
the majority of wind tunnel applications. What remains is a balance between the imposed
convective heating caused by the test stream and the conductive dissipation of that heat
throughout the structure.

Thermal models may either be formulated as closed form solutions for restrictive cases or
numerical in nature. Numerical applications divide the modeled structure into small
elements of geometry that are free to communicate with one another in accordance with the
laws of heat flow. Thermal models may also be direct in that the thermal dissipation of a
known heat input is desired or inverse in that, given a description of the temperature
profile within a structure with time, the heating rate that caused that dissipation is
described. Those interested in the thermal analysis of structures apply the direct method
to problems while those interested in the design of aerodynamic heating instrumentation
apply the inverse techniques.

The goal of aerothermal instrumentation is to reduce the general problem of three modes
of aerodynamic heating operative in three dimensions to a far simpler system in which one
dimensional flow of a single mode of heating is allowed and that mode of heating is
conduction within the model and instrument structure. Every successful heat gage is based
on a design that accomplishes that single task. These notes will discuss simple thermal
models and the gages that try to mimic them.

For long time period tests, including flight testing, it is not always possible to create
and install a gage that fully mimics a simple thermal model. In these cases, the heating
inference from imbedded thermal sensors will require the application of a more complete
thermal model in which the complexities of multi-dimensional flow of all modes of heat
will be modeled. Structural aerothermal testing is an example which requires this
approach.

It was shown in figure 7 that several modes of heat transfer occur simultaneously on any
surface exposed to aerodynamic heating. These general problems of heat dissipation can be
solved by finite element numerical techniques. The method of solution begins by dividing
the structure into a set of small elements among which heat can be exchanged. It is
assumed that the mass of each element is concentrated at a node in the center of that
element. This node is connected to each of its neighboring nodes by a conductor. The
thermal properties of the conductor depend on the properties of the adjoining elements
and its cross-sectional area is equal to the surface area between the elements.

The thermodynamics of each element can be written as:

q net = q in + q ext - q out

where:

q net is the heat absorbed by a node
q in is the heat conducted into a node from

surrounding nodes
q ext is the net heat transferred into a node

from external sources
q out is the heat conducted into the surrounding nodes

In a typical case, q ext is the net difference between the heat convected into and
radiating away from a surface node. This value is usually zero for sub-surface elements.

Since q net is absorbed by the node, the rate of heat transfer can be written:

q net = m Cp (dT/dt)

If a forward difference method is appiled to this equation and it is assumed that the
heat transfer at the beginning of a time interval is constant during that interval of
time, then the temperature change can be written as:

T = (q net /m Cp) t

In calculating the terms in q net the various paths joining the nodes are treated as
thermal conductors. The quantity "thermal conductance* has been used to define the term
which makes the following relation valid:

q - K T

qX
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where T is the temperature difference between adJacent nodes and q t the beat transfer

between them. The thermal conductance for conduction problems is defined as:

K - (k A/x)

where:

k is the effective thermal conductivity of the conductor
A is the cross-sectional area of the conductor
x is the length of the conductor

In most cases, the effective conductivity in that of the nodal material. However, in
special cases of a conductor connecting nodes of different materials, the effective
properties must be determined. The thermal conductance is the reciprocal of the thermal
resistance which can be linearly summed across a series of resistors.

As an example, the effective thermal conductance for two dissimilar nodes shown below is
found to be:

Material 1 Material 2q r"-i---" --->I<--- X2---" > keo XW2 + X
k, kff= X 1  + 1;Fk1

With these relations defined, the heat transmitted between each element and its neighbors
is computed for small time increments. The resulting change in temperature of each node
is then computed and the process is repeated. In this way the internal temperature
history of a structure can be determined from a known and externally applied heat
transfer distribution. The same method can be applied in reverse. If the temperature
history o: a set of internal nodes is known through measurements then the external
heating rate causing these internal temperatures can be computed.

A contemporary example of thermal model analysis is found in figure 8 where the influence
of edge effects on a recessed thin skin surface is evaluated.
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Section III
SEMI-INFINITE SLAB THERMAL MODEL

INTRODUCTION:

The semi-infinite slab thermal model referred to by Thompson, 1981, am a gage which
*captures' heat within the thermal mans is the most widely used thermal model for the
inference of aerodynamic heating. Notwithstanding the pervasive use of the thin skin
model in continuous and blowdown wind tunnels, the Semi-infinite slab thermal model is
the basis of many flight measurements, all of the survey techniques involving pal;1t,
reversible coatings and IR radiation as well as the thin film gages used in impulse
tunnels. This same thermal model is adaptable to instrumentation requirements in
millisecond shock tunnels, in continuous facilities operating for seconds and in flight
with vehicles operating for a 1000 seconds such as in the flight of the Rockwell Space
Shuttle.

The basis of this thermal model is a set of assumptions that define the heat flow within
the model material. These assumptions and the boundary conditions for both the heated
and isothermal backface are shown in figure 9. The heat pulse is captured for test
durations less than the thermal diffusion time, tD. Test times for various materials are
shown in figure 10.

This section will discuss both the application of the semi-infinite slab thermal model
analysis to survey techniques as well as point measurements in both impulse and
continuous flow test facilities. Survey techniques are defined as those in which an
overall view of the model is generated in a continuous manner using a "massless"
temperature indicator attached to the surface. Point measurements are made with distinct
instruments attached at point locations on a surface of a model.

There are three forms of temperature indicators employed in survey techniques; (11
irreversible temperature sensitive coatings such as Detecto-Temp(R) and Tempilaq(R) which
can be sprayed on and cleaned off after a single test injection, (2) reversible thermo-
phosphers or liquid crystal coatings which remain actiV. on the model for extended cycles
of test time and (3) stabilized emittance surfaces used with remotely located Infrared
detectors to aefine a surface temperature field. In ail of these variotis te- -iqu- a
well as the point measurement techniques to follow, the overriding feature is that the
surface indicator be a material whose presence does not affect the basic thermal
performance of the thick substrate, backing materials. In addition, the materials upon
which the indicator is applied must not violate the semi-infinite slab model (that is,
the thermal pulse must not reach and affect the backface of the material during the
period of data acquisition). This feature may be relaxed through corrections to the
thermal model which will be discussed later.

There are several forms of temperature indicators used for point measurements with the
semi-infinite slab thermal model. Those using the basic model material as a semi-
infinite slab (1) thin wire "iso-thermal staple gages' either applied on the surface or
imbedded in the surface and either used singly or in groups. (2) thin film resistance
thermometers commonly constructed of Platinum material. Apart from these sensors which
rely on the model material itself to form the gage, there are several self contained
gages which create point measurements. These are (1) Coax gages, and (2) Schmidt-Boelter
gages. These gages will be discussed later in section VI.

A Review of Survey Test Techniques

There are essentially four types of survey test techniques in use today. These are: (I)
temperature sensitive coating techniques, (2) thermographic phosphor techniques, (3)
liquid crystal techniques and (41 IR radiation techniques. Each of these will be
discussed in turn.

Temperature Sensitive Paint Techniques

Two types of temperature sensitive paints have been used in the United States over the
past quarter of a century. These are a paint known by the trade name of Detecto-Temp (R)
and a coating known as Temilaq (R). Although both techniques have been used, earlier
studies were conducted with a Detecto-Temp paint. This technology was eliminated by a
landmark paper by Jones and Hunt, 1965. which cast doubt on the Detecto-Temp (R)
technique, supported the alternate Tempilaq material and quantified the entire procedure
of data acquisition and analysis. The Tempilaq material is a fusible temperature coating
which undergoes a phase change from a opaque solid to a clear liquid at a known and
repeatable temperature. There is a mingle line of transformation and the technique is not
reversible. The coating is applied to low conductivity models constructed of insulative
materials which satisfy the semi-infinite slab thermal model. The test sequence starts
with a model injection and ends with either a complete phase change or with the imposed
heat pulse soaking through the model materials. This time depends upon the material
selected and its thicknesses. Test durations vary from 10 to 30 seconds. Figure 11 shows
the results of a French Detecto-Temp paint test.

Data reduction employs the standard, one dimensional heat flow equation with surface and
isothermal backface boundary conditions am well as an imposed heating rate at the surface
of the model. This equation and its solution is shown in figure 9.

I
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Thermographic Phosphor Technique

Thermographic phosphors were first applied to wind tunnel models by Cayes and Dixon,
1989. The phosphor coating is sensitive to the energy of the activating ultraviolet
radiation and is quenched by increasing surface temperature as shown in figure 12. The
phosphor coating is reversible, unlike the surface temperature coatings previously
discussed. The basic data reduction equation is the same as previously described. In all
applications to date the phosphor coating has been applied to an insulative material.
The phosphor coating response must be calibrated as a change in light intensity vs the
surface temperature. Primary data are photographic or videographic data of the model
which appears as shades of grey as in figure 13. These grey shades correspond to the
levels of aerodynamic heating imposed on the configuration. Tare runs are also made in
the facility without air in order to subtract grey shadings due to lighting shadows.
Unlike the temperature paint technique, the phosphor data reduction can readily be
automated through video imaging techniques with tare pictures subtracted from the actual
data automatically. The resultant shades of grey can then be assigned artificial colors
as in figure 14 to identify various heating regions. This technique was initially
developed for the McDonnell Hotshot wind tunnel and later it was adapted to the
continuous flow test facilities at AEDC. It has also been applied in shock tunnel test
facilities at Calspan Corporation with some difficulty.

Calibration of the phosphors during tunnel operation is accomplished by placing thermal
gages within the field of view of each picture. These gages must not affect the flow in
which the data is being taken. Past instruments did not meet this goal. Figure 15
indicates gages used in the past which yielded poor technical results. Figure 18
indicates the newer isothermal staple gage which has been quite successful in this
capacity.

Liquid Crystals:

There are a class of materials available that selectively reflect light as they are
heated and their temperature changes. Many commercial applications are available for
such materials including that of a throw away thermometer. These materials have been used
on models to yield a temperature indicating surface which is reversible like the
thermographic phosphors. The crystals are suitable for wind tunnel tests at lower
temperatures (as, for instance, for supersonic flows or flows in Helium tunnels or in
impulse type test facilities). They have not been extensively used in supersonic test
facilities in the U.S. although they have been used to advantage in Ludwig tube testing
in Germany. Figure 17 indicates their use by Scholer in a shock interaction experiment.
View angles are critical with these materials and it is reported that they can be
pressure as well as temperature sensitive.

Infrared Scanning

Temperatures can be measured on a model by remotely scanning the surface of the model
with a commercial IR scanning camera. The surface is normally coated to stabilize the
surface emittance. Very fast scanning cameras are commercially available although
equipment of this type is expensive to purchase and develop. Several of the Space Shuttle
tests were run in hypersonic test facilities with IR measurements over insulated
surfaces. Figure 18 indicates the quality of the produced IS data. Figure 19 indicates
problems in accurately defining small regions of differing heat transfer on large scale
models. The data were generally as good as the standard thin skin thermocouple data with
two exceptions: (1), the scanning camera has a finite spot diameter that may observe both
the aerodynamically heated surface of the model and the cool tunnel in background
simultaneously (near leading edges for instance). The signal produced integrates both
environments and the resultant data cannot be used. (2) the gage has a large minimum spot
size, 3/8 inch in diameter, associated with large scale tunnel applications which limits
its use in regions of high heating gradients and shock interaction regions. With these
exceptions, the pictures produced are extremely visual and the data acquisition and
analysis proes can be automated through standard videographic techniques.

Common to all of these survey techniques is a series of possible error sources shown
graphically in figure 20. Overall, this figure indicates that error sources can be
substantial and, as well, an optimum test time is defined where the uncertainty bucket is
a minimum.

CRITICISM OF
TEMPERATURE SENSITIVE PAINT TECHNIQUES

There are several criticisms of the use of temperature sensitive paint techniques that

should be carefully considered by the experimentalist before their selection and use.

Economics:

Temperature sensitive paint applications are labor intensive, slow and mechanical
operations. For continuous flow test facilities, the amount of hand labor required to
'turn the model around' is nearly prohibitive. Considering the test cycle times achieved
at the AKDC, only one run every 15 minutes can be made. The limiting factor is the
physical effort required to reach the model through the model injection system. This
criticism is specific to continuous flow facilities and does not apply to transient test
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facilities where large energy costs connected with an "on-line' test facility operation
are not involved.

Temperature Peaks:

Temperature sensitive paint applications are relatively poor in defining either the
absolute level of heating in regions of high thermal gradient or, conversely, the level
of heating in regions of very low thermal gradient. The heating rate is calculated from
the observed melt time referenced to the beginning of the heat pulse. This definition of
zero time can be somewhat vague for models being injected through the tunnel boundary
layer. For regions of high heating, the melt time can also be quite short leading to
potentially severe errors in defining this incremental time from the start of heating to
a clearly defined peak heating line. Regions of low thermal gradient are also difficult
to observe as paint contour lines are not distinct and are affected by inaccuracies in
the technique. Such data is of lesser value and will appear in the output as wavy lines.

There is a relatively small window of opportunity defined previously through the error
bucket, shown in figure 20, in which to generate high quality temperature paint data. To
operate within this window of opportunity, an approximation of the answer sought
experimentally must be known already, namely some estimate of the actual heating rate in
the interaction region. Paint techniques are excellent for defining the 'region' where
high and localized heating will occur. They are far less accurate in defining the actual
peak within the region. If a clear estimate of the level of heating in the peak
interaction region is required, paints with several activation temperatures are required
to 'shift the event* into the window of opportunity. This can be done but it is quite
expensive.

Person-power Intensive:

The generation and reduction of temperature paint data is labor intensive and bad on the
eyes. Many hours are required to trace off the contour lines from the film record.

Physical Model Limitations:

There are real limits to what can be observed with the paint.
The paint model design must minimize the placement of load-distributing steel structure
in regions near where measurements are to be made. That alone is frustratingly difficult
given that the model materials most useful with this technique are not structurally
sound. Thick sections of insulative material are required to assure the semi-infinite
slab thermal model is respected. In many cases that is not possible. Thin sections of
the model will limit the application of the semi-infinite slab thermal model even further
reducing the window of opportunity for testing. In some physically simple cases,
corrections may be applied to the data reduction to account for the finite slab effects
but these corrections are only valid for limited special cases.

A usual argument for the use of temperature sensitive paint techniques is that such
techniques define the location of high heating regions that can then be properly
instrumented to define the magnitude of the effect. This is clearly a legitimate need
and the paint is satisfactory as a technique to meet this need. In fact, the Space
Shuttle development program used this technique effectively.

While this CAN be done, it is far from the best technique to achieve the goal. It simply
is not cost effective. In time alone, this technique requires an enti-y into the test
facility, the generation of film data. Its reduction and interpretation, the integration
of that data into the DESIGN of a point measurement model (since model structure cannot
be defined until measurement regions are understood) and then the secondary test of the
properly instrumented model. From the standpoint of cost, unique models must be
constructed, engineering time invested and wind tunnel time expended. It appears, all in
all, that this technique is a support to define the distribution of complex flow
phenomena. Given that exists, wouldn't it be cheaper and faster to instrument the point
measurement model to cover any contingency; activating the sensors as required to react
to the heating patterns observed? Paint model costs can easily top 100,000.00. That pays
for a lot of instrumentationl! But there is even a better method than heavily
instrumenting a point sensor model. The use of dynamic test techniques, which will be
discussed later, gives us the option to use a FEW integrating sensors in such regions and
observe the level of heating as the model orientation sweeps the region of high heating
over the gage(s). This type of testing is an order of magnitude faster than thin skin
testing and 100 times faster than paint techniques.

tn ihe following sections of the notes alternative survey testing techniques will be
discussed. These alternative techniques tend to increase the productivity of survey
testing and may be more useful than paint techniques if that form of testing is required.

Introduction to Point Gags Designs
Based on the Semi-Infinite Slab Thermal Model

There are several possible gage configurations for the point measurement of heat transfer
using the semi-infinite slab thermal model. These various gages are distinguished by the
type of surface sensor employed and the type of backing material to which the surface
sensor is applied. Figure 21 indicates the matrix of such gages as well am combinations

...........................I
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of parameters for which no gages are known to exist. Each of these gages will be
discussed in the notes that follow.

Of the gage types shown in figure 21, the 'thin film' and 'coax' designs are actively
used at present. The 'MIT gage" is an earlier design of Covert and Gollnick. 1908. The
MoDonnell Gage' was also an earlier design based on the interesting properties of semi-
conductors as temperature sensors, see Dixon. 1908. The semi-conductor temperature
sensor was later used by Jenke. 1918 and termed the Temp Sensor Gage' in his AIAA paper.
The instrument in a commercial product.

Even this matrix is not strictly confining for the spectrum of gages which could be
produced. The blank squares do not all represent gage impossibilities but rather a lack
of gage applications. In some cases, the gages which would be represented in these
blocks offer no unique advantage to the experimenter. In other cases, as for example the
thin film resistance thermometer attached to a conductor, the combination is technically
difficult. The thin film gage is electrically powered requiring that the film be
electrically insulated from the substrate.

Thin film gages are 'powered* gages in which a voltage is applied to the resistance gage.
Figure 22 indicates the bridge circuit and equations used to obtain heating rates. The
heat flow through the film which is attached to a substrate material is analogous to the
current flow through an R-C circuit. Figure 23 indicates that analogy. Through this
analogy current flow through the thin film gage may be converted directly into heating
rate information through a series of R-C circuits.

CALIBRATIONS REQUIRED OF THIN FILM GAGES PRIOR TO USE

There are two basic calibrations required for thin film gages prior to their use. These
are:

1. the calibration of the temperature coefficient of resistance, alpha, which
defines the characteristics of the resistance thermometer composed of, nominally,
platinum film.

2. the substrate characteristics, beta, defined as the square root of the product of
thermal conductivity, density and specific heat.

Calibration of the Temperature Coefficient of Resistance,

The resistance of the installed platinum film, from which temperature is deduced during
the test as an out-of-balance resistance in a bridge circuit, requires developing the
required temperature/resistance relationship through pre and post test calibrations. A
thermally controlled oil bath can conveniently be used to produce this calibration.
Miller quotes a maximum uncertainty in this parameter to be less than 3%.

Calibration of Thin Film Substrete Materials

The thermal properties of any substrate are not known to sufficient detail for
calibration purposes. Further, there is some indication that the physical properties of
the substrate immediately behind the thin film are affected by the film which Is fused to
the substrate surface (see for instance Reddy, 1980). There are several techniques
available to experimentally determine the parameter beta as shown below.

Measurement of Stagnation Point Heating
Use of a Pulsed External Heat Source

Dissipation of Pulsed Current Through the Gage
Application of the 'Relative Calibration Technique"

One straightforward technique is to use the fabricated gage at the stagnation region of a
sphere in a calibration shock tube. Knowing the stagnation point heating from the Fay
and Riddell theory (model), the substrate characteristics of the material can be deduced
from the experiment.

The thin film gage itself may be used in the calibration process by pulsing a current
through the film and observing the dissipation of that current through the substrate
material. This technique requires an accurate measurement of the surface area covered by
the film; a difficult measurement for a gage of irregular shape with inexactly defined
surface boundaries.

The relative calibration technique has been used in several forms in order to eliminate
the need to precisely define the surface area covered by the film. In this technique
either an external energy source (see Epstein, 1980) or an internal energy source such as
a current pulse is used. The heat is dissipated through the resistance gage substrate
material with the gage placed in air and through both the resistance gage substrate
material AND a fluid of known thermal properties when the gage is placed in that fluid.
The assumption is made that the heated gage in the designated fluid will loose heat
evenly to both gage substrate and fluid. Knowledge of the surface area covered by the
film is not required because the air calibration is related to the fluid calibration.
Figure 24 outlines the technique from a paper by Epstein. 198a.

A!
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Several fluids have been used in the relative calibration technique. Distilled water was

suggested an its lumped thermal properties approximate those for Pyrex(R). For uncoated
gages, distilled water has been replaced by a Dow Corning Silicon fluid. More recently.
Epstein, 1988, used Dibutyl Phthalate as a calibration fluid.

The calibration techniques reviewed have in common the observation that uncommon
substrate materials (other than Pyrex(R)) present calibration data quite different than
handbook published values. Further, these calibration data contain the largest potential
source of error - both in the substrate being calibrated and In the reference calibration
fluid.

Thin Film Gages - Sources of Error

There are several sources of error in measurements made with thin film gages. These have
been listed by Miller. 1981, as follows:

1. The value of the substrate thermal properties; density, specific heat and thermal
conductivity which, taken collectively, are termed "*eta'.

2. The value of the temperature coefficient of resistance which is termed 'Alpha'

3. The measurement of the voltage output of the circuit Eo

4. Accounting for the variation of s;,bstrate thermal properties with temperature.

5. Correction for current variation during the test

S. Possible loss of semi-infinite slab behavior for the substrate. This will be
discussed shortly in these notes.

7. Possible measurement of an integrated heating rate in regions of highly variable
surface heating rates.

8. Resistance of the leads as a non-negligible percentage of the resistance of the
sensing element.

Not all of these POTENTIAL problems will be important in any given application. They are
listed here because they CAN be significant. They should be considered because routine
use of this instrumentation will tend to numb the experimenter to the possibility of
errors of this type.

Thin Film Gages - Overall Accuracy:

Overall accuracy for the thin film technique has been quoted at +/- 5% when all factors
are considered. However, since these gages have such a low mass (the film being extremely
thin),. they respond to many imposed phenomena including transition. In fact, the gage
output has a distinctive *fingerprint' . demonstrated by Schultz et al. and shown In
figure 25, that a trained analyst can use to determine the state of the boundary layer.
When the gages respond to transition, they will sense turbulent *bursts' convecting
across the gagS. If these data are reduced by integrating the signal over time.
"apparent' scatter of the data results. This is strictly NOT error but it may be observed
as error following the comments of Stein in the use of the data.

The Application of Thin Film Gages to Extended Duration Testing

Thin film gages have been successfully used In shock tunnels and shock tubes for the past
quarter century. Their response characteristics uniquely suited them to these facilities
and they were relatively simple to construct and operate. Their application to extended
duration test facilities has been far less universal but none the less accepted for many
years.

dney, 1908, produced the first record of this application. H is use of thin film gages
in conJunction with shock interaction investigations was accepted without concern for
gage suitability. The gage concept was selected because thin film gages could be applied
In the detail he required.

The author was first exposed to the use of thin film gages in blowdown tunnels at the von
Kermn Institute in 1971. Such instrumentation was routinely used by students in the H-3
test facility.

Miller. 1961, applied thin film instrumentation technology and test models used in
impulsi type Facilities to measure heat transfer In the Langley 31 inch hypersonic
facility. His work Is also carefully documented together with several facility induced
phenomena which were considered as error sources in data analysis.

Based on the author's experience with thin film gages at VXI and faced with the need to
conduct leading edge tests on the Space Shuttle at A£DC, thin film instrumentation ma
developed and applied to these facilities. The results were documented by Matthew, 1985.
This application w somewhat different than others in that the fundamental modeling
assumptio-, implicit in the semi-infinite slab analysis were violated by the leading edge
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dimensions and the tunnel operating times. The corrections that were applied involved the
use of a finite element conduction code and will be discussed shortly.

In the early 1980's Hayashi. Sakurai and Aso, 1964, developed a variant of the thin film
technology which they termed the 'multi-layered thin film heat transfer gage'. This gage
uses two thin film resistance thermometers to measure temperatures across a slab of
insulator. The data reduction employs the finite slab thermal model, not a semi-infinite
slab.

Finally, Hayes, 1982, developed a thin film gage for use in a Mach 3 facility operating
at ambient temperature. Again, this if a variant of classical thin film technology
closely allied to the gage of Hayashi et al.

CORRECTION OF THIN FILM INSTRUMENTATION FOR
SMALL LEADING EDGE IMASUREMKNTS

It is possible to generate heat transfer data on smll leading edges in long running flow

facilities but the process may be distasteful to purists and certainly demonstrates a new
equilibrium between those who conduct experiments and those who compute phenomena.

In shock tunnels the test times are sufficiently short that the resulting heat
penetratioir into the substrato materials can essentially be ignored. That same leading
edge geometry tested in a wind tunnel with longer model exposure time will cause greater
heat penetration into the substrate and violate the semi-infinite slab thermal model
causing the need for either far more complex data reduction procedures or some data
corrections.

Theme corrections were provided through the use of a finite element, transient heat
conduction code as a thermal model. Figure 20 schematically demonstrates this correction
process. The overall intent of the correction process is to relate the actual thermal
model which is more complex than the semi-infinite slab model to that more simple model.
This is accomplished numerically by defining a heat input, H INPUT to the thermally
modeled leading edge. The output of this thermal model computation is a matrix of
temperatures on the surfaces of each node in the model. The temperature vs time trace
shown in the figure Is that at the stagnation point of the model on the outer surface;
essentially, the temperature that would be measured by a thin film gage. This numerically
derived temperature response was then used to evaluate a corresponding heating rate
through a semi-infinite slab analysis program previously discussed. Comparing the input
and output heating rates; that is, the heating rate selected to initiate the computation
and the heating rate reduced from the measured surface node BY ASSUMING A SEMI-INFINITI
SLAB THERMAL MODEL. a numerically derived correction factor was defined. For the nose
radii of interest, this correction was 10 to 20% of the actual heating.

It is clear from both intuition and these numerical results that the magnitude of the
correction factor increase with decreasing radius, increasing test duration and
increasing thermal diffusivity, alpha. While the correction levels are not trivial, they
are manageable. The issue with which the reader mJst contend is whether such NUMERICALLY
based correction factors are acceptable in an experimental application. In making that
judgement, the reader must understand that even this computer code is a model in some
sense of the physical heat flow within the material and, as such. is an approximation to
reality.

Advanced Multi-Layered Thin Film Gages

There exiists an entirely new type of gage based on the thin film sensor technology
previously discussed. These gages were an outgrowth of international studies on the heat
transfer to turbojet engines and references from Doorly, 1987 of the Oxford University
group and Epstein. 1986 of the Massachusetts Institute of Technology group. In addition.
Hayashi. 1984 of Kyushu University has produced such a gage for aerodynamic heating
studies. This section will begin with a discussion of the Japanese gage and then progress
to these newer and more extensive applications of the advanced technology.

In the last several years the Hayashi and coworkers, 1984 have developed a hybrid gage
and published details on its construction and application. Figure 2? indicates the
structure of the gage which Hayashi et al have termed a 'multi-layered thin film gage'.
The intent of the gage was to combine the rapid response characteristics of thin film
instruments with the long term application of a sandwich type gage. In its intended
application, the gage measures the temperature difference between the heated face and the
backface. The heat resistant layer creates a thermal choke and the gage is placed on a
heat conductor so that the thermal reservoir of constant temperature is, for all
practical purposes, infinite. In this respect, the operation of the Hayashi gage acts as
a Thompson type 3 gage where the heat conductor plays the part of the active source.

The gage has been employed by Hayashi to generate dynamic test data, The model including
the single gage was placed in the flow and the shock generator drawn across the gage as
shown in figure 28. Continuous data are then ta'.en "'r "ugh the interaction as shown in
this figure. Comparison pressure data are also taken as shown in that figure.

The only criticism of this application may be In the possible development of a non-
Isothermal boundary layer portubation caused by the "heat resistant layer' in a
conducting steel model although the assumption made by the authors was that this is not
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the case. This non-isothermal surface may present particular difficulties in regions
where shock interaction regions are present since (1) it may be impossible to separate
one affect from the other and (2) temperature pertubations may cause different phenomena
in a flow situation near separation.

In spite of these difficulties, the gage is an interesting application of instrumentation
technology in the development of a dynamic test capability. Such a capability is an
important productivity aid in the economical development of large amounts of
understandable data through the use of continuous data traces.

More recently, Epstein of M.I.T., 1986. and Doorly of Oxford University. 1987, have
documented very interesting gages based upon dual thin films deposited on a thin.
insulative sheet. This technology , in both cases, is motivated by gas turbine research.

Characteristics of this type of gage are shown in figure 29. Epstein states that this
gage is useful to 400 degrees C with high frequency response to 100 kHz. The gage
operates either as a sandwich gage for low frequency operations or as a semi-infinite
slab gage for very high frequency operations. Intermediate frequency data are obtained
through numerical signal processing reconstruction.

The Epstein and Doorly papers present an outstanding and comprehensive review of this
type of gage and its application.

The McDonnell Semiconductor Gage

Heat transfer gages have been fashioned of semiconductor materials. One example of this
is the McDonnell gage shown in figure 30. Although non-linear, the gage is highly
sensitive. While the gage concept remains viable and is being commercially produced, the
gage is not widely used to measure aerodynamic heating.

The MIT Heat Transfer Gage

In the late 1960's, engineers at the Massachusetts Institute of Technoiogy designed a
unique heat transfer gage for use in their hyper-core tunnel at Mach 3.7. The gage,
shown in figure 31. had a wire sensor; a 0.005 diameter iron/constantan thermocouple
wrapped around a lava plug. Essentially, this .s a semi-infinite slab thermal model with
a *massless" thermal sensor, the iron/constantan thermocouple attached to the front
surface of the semi-infinite slab. The gage was used at MIT for several test programs by
Covert and Gollnick, 1988, but the design was not exported to other test installations.
No further references can be found to the gage.

In-Depth Thermocouple Gage

Figure 32 presents a schematic view of an in-depth thermocouple gage; a gage using the
natural insulative capabilities of the wind tunnel model together with one or a series of
thin wire thermocouples placed at different depths in the material.

In depth thermocouple gages are used extensively in flight test applications. They are
also known as "Isothermal Thermocouple Gages' because there is a substantial length of
wire on either side of the thermocouple bead at the same temperature as the bead. This
wire length acts to reduce the conduction losses away from the thermocoupl, as the result
of temperature gradients caused by the routing of the thermocouple wires into insulative
materials.

These gages have also been used to advantage in wind tunnel testing. Years ago, they were
used in continuous high speed tunnels which had no injection capability. By using the
indepth feature of the gage; long term, steady state heating rates could be measured
without the need for rapid injection.

The Isothermal Staple Gage*

A variant of the in-depth thermocouple gage is the isothermal staple gage shown in figure
16. This gage has a single wire thermocouple laid on the surface of the insulator. Like
the in-depth gage, the staple gage uses the natural insulation material as the backing
material of the gage but, the staple gage is a true analogue to the thin film gage
wherein the in-depth gage is a 'sandwich' type gage.

Recently. this gage was used to 'calibrate' heat transfer survey technique results at
ANDC. The gage was applied to an insulative survey model in order to 'calibrate'
selective points along the model surface. In the past, disruptive heat gages, such as
Gardon gages, were installed in the insulative model as shown in figure 15. The staple
gages were cast onto the Stycast model and an evaluation of the results indicated that
both the survey technique and the staple gage gave the same result.
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Section IV
THIN SKIN THERMAL MODEL

THE THIN SKIN TECHNIQUE IN HISTORICAL PERSPECTIVE

The thin skin technique has been successfully used for the past 30 years and it is still
considered to be the standard technique by which heat transfer is inferred through wind
tunnel measurements. While it is hard to argue the merits of this technique (while
understanding its limits in any given application), there have been technology changes
over this past 30 years that argue for a re-evaluation of the thin skin technique. This
re-evaluation, is, in the view of the author, painfully slow because tunnel operators are
comfortable with the technique and wind tunnel users, by and large, tend to accept those
techniques with which the wind tunnel operators are comfortable.

There are several reasons to argue for the replacement of the thin skin technique. These
are:

1. The technique is slow and costly. Each run generates one point of data and must
be followed by a relatively long cool down period in which the heat energy transferred to
the model is rejected. Five seconds in the flow followed by 50 to 120 seconds of cooling,
outside the flow.

2. The models are special purpose and expensive. Whereas force and moment or
pressure models are built of thick stock, this type of heat transfer model requires the
build-up of thin sheets and the design of transfer mechanism wherein the loads are
carried by a hardback structure. Surface buckling or wrinkling is common in regions of
non-uniform heating and these same non-uniform regions are difficult to construct for
this technique by any means.

3. The scheme was devised years ago because the data acquisition and reduction
techniques (the computer) were the weak link in the data analysis. Thin skin data could
be reduced by rudimentary computation - even by hand or using a hand calculator as shown
In figure 33. This reason is no longer appropriate; acquisition and analysis computers
are far more effective and much cheaper than air-on wind tunnel time.

4. The economics have changed. Test costs are a factor of 100 times higher today
than 30 years ago arguing for a shift from wind tunnel costs (minimize the air-on test
time) to analysis costs (maximize the exercise of computers) in the overall acquisition
of data.

5. The thin skin technique simply cannot generate the amounts or quality of data
required today for a reasonable cost. The dynamics of the boundary layer are lost in the
sluggish response of a thin skin gage but those same dynamics are clearly defined in more
responsive, lower Inertia instrumentation.

HISTORICAL NOTE:

Durand and Rhudy, 1959, documented the techniques of the day for the generation of heat
transfer data from thin skin models. Discussing the generation of data on the X-15
aircraft in the AEDC Tunnel *5', the model was exposed to the flow for about five minutes
and then cooled for about five minutes. The technique was to generate high speed
temperature-time data using recorders for 30 seconds and then to continue to heat the
model in the tunnel for an additional four minutes to generate 'equilibrium temperature
data'. This excessively long test duration was followed by a cooling period of five
minutes in which the temperature of the model was reduced to 100 degrees F prior tr the
second injection in the series.

Thin skin heat transfer testing has changed little from these early experiments of 30
years ago. Overall, the intent is to expose the model to the flow as & step function;
generate a stream of temperature vs time data on recorders and then cool the model back
to a reference temperature. The difference is that the cycle took 10 minutes in 1959 and
today it takes one minute. No longer is equilibrium temperature data generated because
such data, being corrupted by the thin skin model design, was found not to be equal to
the recovery temperature and thus of no value in the overall data analysis. Presently,
the intent Is to generate temperature-time data as fast as possible (about 5 seconds) and
then retract and cool the model to ambient temperature conditions, about 540 degrees
Rankine (80 degrees F).

The thin skin technique has been successfully applied to the generation of heat transfer
data for the past 30 years. The technique, is straightforward in application and accurate
in results. It is limited in applicability by the appearance of non-uniform surface
temperatures introduced by extremes in curvature or regions of highly localized
interference beating.

BASIS OF THE TECHNIQUE

With a thin skin model, heat transfer is inferred from a heat balance equation written as
follows:

011on
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Because of the operating temperatures of current day hypersonic test facilities,
radiation heat transfer can be ASSUMED to be negligible. Radiative heat transfer is a
function of the fourth power of the temperatures difference as follows:

'rd (T 4_ T1 )

Conduction losses, while conveniently ASSUMED to be negligible may have an important
effect on the measurement and must be considered in detail. Conduction losses (or gains)
may occur in three areas: (1) conduction through the skin to backing material behind the
thin skin, (2) conduction along the skin caused by surface temperature distributions
along the surface of the model and (3) conduction losses associated with the temperature
sensor itself; temperature gradients down the thermocouple wires.

CONDUCTION EFFECTS IN THIN SKIN MODELS

NORMAL CONDUCTION TO BACKING MATERIAL:

The thin skin material can be either structurally sound and thus open to the internal
surface of the model between strengthening stringers or it can be less structurally sound
and thus backed by some insulative material. Heat transfer can occur between the thin
skin and the backing material. The rate of loss is far greater if the backing material
is conductive. Even the use of air as a backing material can cause some heat loss.
Certainly, stagnan- air at ambient tunnel conditions causes small losses which can be
neglected. However, improper model design can cause internal ai.rflow which will produce
forced convection on the backface of the heated surface and losses which are measurable.
While no one would knowingly vent the internal airflow in a model, lack of attention to
detail can produce this effect. As an example, a Space Shuttle model in Tunnel "9" (test
duration of less than 2 seconds) had its instrumentation wires *scoured' by an
inadvertent sub-mold-line flow. This scouring destroyed the wire insulation.

CONDUCTION ALONG THE SURFACE OF THE MODEL:

Dramatic errors in measured heating can be observed as a result of conduction of heat
along the skin. These errors are Induced by non-uniform heating of the surface creating,
with time, non-isothermal wall temperatures. Shock interaction regions create losses
which easily obscure the measurement to be made. Corrections can be made to these
measurements ... but with great difficulty. At a given time, the magnitude of conduction
losses along the skin are proportional to the second derivative of the surface
temperature with distance along the surface. Classically simple to produce through curve
fitting techniques, this correction requires substantial numbers of surface measurements
not always present and high measurement accuracy in order to generate numerically
meaningful second derivatives. Because of measurement inaccuracies, this technique is
rarely used in practice.

With time, each measurement location is subjected to increased conduction losses as the
surface temperature levels increase. It is also possible to extrapolate data from a given
gage back to low time where conduction effects are less important. Such a strategy
requires a clear understanding that the measured heat flux at a given station is affected
only be conduction as the test time is reduced. Other effects can occur. Transient
starting shocks must be considered.

Kidd, 1983, presented a significant review of lateral conduction effects which are
present on thin skin models. Kidd presented several recommendations with regard to the
design of thin skin models having nominal skin thicknesses of 0.030 inches. These
recommendations, reproduced from his paper, are as follows;

1. If the model is to be designed with locally thin skin cavities which are machined
into a relatively thick material, these should be at least 1.1 inches in diameter.

2. If two dimensional slots are machined into the model, the width of these slots
should be at least 1.0 inch.

3. If the airloads are distributed within thin skin models through the use of a
hardback system consisting of bulkheads, thermocouples should be located at least 0.45
inches from these structural members.

4. The local radius of curvature at the point of measurement for bodies of
revolution should be at least 1.5 inches.

The reader should note that these recommendations are for stainless steel models with a
skin thickness of 0.030 inches to be used in facilities like those at AEDC.
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The recommendation to have a radIum of curvature greater than 1.5 inches Is different
than AFWAL experience in testing slender delta wings. Data of acceptable quality was
generated on such models using leading edges of 0.50 inches radius. Irrespective of such
differences in detail, the basic fact is that there are limitations in the use of thin
skin models that must be understood. There are also analysis techniques available to
accomplish that job.

The conduction of heat into and away from the thermocouple will cause errors in the
measurement of heat transfer into the model surface. Figures 34 and 35 demonstrate
traces that indicate surface heating with conduction. In figure 34 a natural log function
is formed from the temperature data and plotted as a function of test time. This function
will generate a straight line in the absence of conduction. If conduction is present, the
curves will not be linear. Data should only be used within the linear portion of the
curve. Figure 35 demonstrates another approach toward reducing conduction effects. In
this technique, the reduced heat transfer data is plotted as a function of time for a
single gage and the curve fitted to the reduced data Is driven back to zero time. This
figure demonstrates two forms of conduction; that caused by temperature gradients along
the skin caused by aerodynamic heating and that caused by any initial degree of model
non-imothermality prior to test.

CONDUCTION OF HEAT DOWN THE THERMAL SENSOR WIRES;

Kidd. 1985. discussed the loss of heat down thermocouple wires attached to a thin skin
surface. Using the "TRAX" thermal model. Kidd developed a series of ground rules
relative to this phenomena. The experimenter is caught between two effects in the
selection of thermocouple wire diameter. On the one hand, small diameter wire may fail
more easily during test and is certainly harder and more tedious to install. On the
other hand, large diameter wire drains away heat due to conduction effects.

A conclusion figure from Kidd's paper is shown as figure 38 of these notes. Based upon
his analysis, wire diameters of 0.005 inch or less are recommended with the thermocouple
material as low in thermal conductivity as possible. Chromel/Constantan thermocouples
are noted as the best from this standpoint. Highly conductive Copper is not recommended.

ATTACHMENT OF THIN SKIN THERMOCOUPLE WIRES:

Several studies have been conducted concerning the beet technique for attaching
thermocouple wire to wind tunnel models. In general, thermocouple wire can be attached
either normally to or tangentially to the surface of the model. The application of wire
normal to the surface maximizes the loss of heat down the wires, tangential attachment
creates less conduction loss by having more of the thermocouple length at the same
temperature as the model surface. Figure 37 from Kidd's paper indicates the preferred
attachment technique. Apart from conduction loaes down the wire, there are several
other criteria implicit in the location and attachment of thermocouple wires. First, the
thermocouple Junction formed by the wires must occur at the surface of the model. Care
must therefore be taken not to create a Junction below the surface of the model.
Twisting the wires together... and it has been done ... is unacceptable. Second. the
location of the surface thermocouple Junction must be known exactly. The tangential
location of thermocouples introduces some difficulties in this respect.

ERRORS IMPLICIT IN THE THIN SKIN MEASUREMENT TECHNIQUE

The several errors implied in the evaluation of heat through the thin skin technique are
(1) an error in the measurement of skin thickness at the instrument locations , (2) an
error in the material properties of the instrumented surface and (3) conduction errors
previously discussed.

SKIN THICKNESS MEASUREMENT:

Careful measurement of the skin thickness at each gage location is required. The heating
rate is directly related to the accuracy of these measurements. An accuracy of
measurement of +/- 3% is required to match the overall accuracy of the instrumentation
system. Measurements are particularly important when electroformed models are employed
since these models have, traditionally, poor fabrication quality control in regions of
high surface curvature where they are employed

MATERIAL PROPERTIES:

Over the years it has become clear that the material properties quoted for a particular
class of stainless steel are approximate and must be verified through a batch analysis of
the material to be used for the model in question. The evaluation of material properties,
particularly the property of specific heat is required.

SPECIFYING THE ADIABATIC WALL CONDITION:

Figure 38 indicates the sensitivity of the deduced heat transfer coefficient to errors in
specifying the adiabatic wall temperature. This effect will be discussed in Section VII.
It Is sufficient to note here that errors in specifying the adiabatic wall temperature
can translate into substantial errors in the resulting heat transfer coefficient as the
total temperature of the test facility approaches the wall temperature of the model. This

A06A
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normally occurs in heat transfer tets conducted at low Mach numbers in test facilities
designed to produce onyeog heat to avoid liquefaction effects.

APPLICATION OF THE THIN SKIN TECHNIQUE TO A
HOTSHOT TUNNEL

In 1965 Harvey discussed the application of thin skin techniques to models tested in
impulse facilities operating nominally for 100 maec duration. In Harvey's application.
the measurement surface was "clad" to thet stress carrying model by double backed tape.
The cladding was very thin. 0.002 inch stainless steel stock to which ChromeliAlumel
thermocouples 0.001 inch in diameter were spot welded. The stress carrying model was
locally cut away at the measurement stations by a hole 0.25 inch in diameter about the
thermocoup e.
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Section V
GARDON GAGES

Figure 39 from an excellent basic reference by Hornbaker and Rall, 1968. indicates the
general arrangement of the heat transfer gage known as a Gardon gage. The Gardon gage
was developed by Robert Gardon, 1956 as a radiation gage. The gage concept and the design
was transferred into the measurement of convective heat transfer and was used until
recently in both wind tunnels and flight research.

The gage has an interesting characteristic in that heat flux is proportional to the
output signal of the sensor. It has one other interesting characteristic for the
engineer; it is dangerous to use because It tends to create a non-isothermal spot on the
model which may well produce data in substantial error. The use of this gage is not
recommended.

In Thompson's view, this would be considered as either a type I or type 3 gage depending
upon the time scale of the application. The gage design sets up a radial temperature
gradient between the thin foil and the heat sink surrounding it. One dimensional heat
flow in a radial direction is postulated. The heating rate is proportional to the
temperature difference between the hot center region of the thin foil and the cold edge
junction of the heat sink. Increased gage sensativity can be introduced by replacing the
single temperature measurement on the thin foil by a thermopile design.

The problem with this gage is that it can never be well integrated into a model since it
presents two fundamentally different structures to the flow; a thin foil that heats
quickly and a heat sink that, ideally, does not change in temperature during the run.
These different structural elements heat at different rates and cause a non-isothermal
surface temperature which perturbs the boundary layer flow and causes errors in surface
heating rate measurements. This class of gages has repeatedly been used in flight
applications - each time with bad results.

Figure 39 Gardon Heat Gage

Section VI
STATIC VS DYNAMIC MEASUREMENTS

Historically, some 30 years ago when heat transfer measurements were first made at the
Arnold Engineering Development center; back when the X-15 was being tested, a single test
point of heat transfer data required 00 seconds of testing during which the model was in
the tunnel. 20 years later during the Space Shuttle development program, that same test
point required B seconds in the tunnel. Of course, in addition to the actual test time.
there was a substantial time required to cool the model and return it to a cooled, test
ready state. This time is proportional to the amount of heat that the model receives.
(time in the tunnel) and the quality of the cooling system. During the Space Shuttle
development, the time between test points was of the order of 5 minutes but more
recently, the time interval between successive injections has reduced to 1 minute. At
this point, the thin skin technique appeared to have reached a plateau of capability in
which it could not be improved further. Newer instrumentation techniques that allows for
"dynamic testing" have reduced the test intervals even further. Today, a series of 10
data points that at one time required 800 seconds can now be accomplished in less than
200 seconds - including cooling time. That's equivalent to three rune per minute.

Dynamic testing as a heat transfer test technique refers to the ability to generate
multiple points Of test data during a single injection as the model configuration is
mneuvered through the test section or modified as a function of time. Several examples
of dynamic testing have been demonstrated to date. This technique requires the use of an
integrating heat gage which measures the variation of temperature in depth as a function
of time and whioh, through data reduction, can be interrogated to yield the level of
heating at the instrument point as a function of time and hence configuration
orientation.

TN
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The several examples of 'dynamic testing' explored to date are as follows:

1. Space Shuttle with Rapid Pitch Sweep
2. Dynamic Shock Impingement Studies
3. Space Shuttle Remotely Driven Flap
4. Fully Integrated X-24C Model
5. Slender Cone Rotating and Oscillating in Pitch

The particular characteristics of these model applications will be discussed in somewhat
greater detail later in this section of the notes. For now, it is important to
understand why dynamic testing would be required in a wind tunnel model and under what
circum9tances it would be used.

There are two basic reasons for the development of dynamic measurement techniques. They
are (I) the generation of higher quality data and (2) the generation of higher quality
data at lesser cost and in shorter periods of time. Two examples are worth discussing
here.

First, shock interaction phenomena create highly localized regions of aerodynamic heating
with large thermal gradients about the peak. Since the location of the peak is not
clearly known, some initial and exploratory measurements are required to locate the peak.
Once located, instrumentation is strategically placed to measure peak values. The process
is costly in both development time and wind tunnel time. Dynamic testing allows the
placement of gages in the approximate location of the heating peak. The peak is then
defined by observing the relative output of this gage array as a function of the local
motion of the configuration (such as the angle of attack of the model).

Second, a slender vehicle with a deflected control surface causing local separation was
tested in a continuous flow wind tunnel facility. Both pressure and heat transfer were
taken by conventional techniques. The experimentally defined separation characteristics
of that deflected flap were entirely different between the two measurements. The
differences were due to a difference in surface temperature at which the measurements
were taken. A difference that is directly attributable to the test instrumentation; a
difference that disappears with dynamic tent techniques.

In present day engineering, cost is an integral factor in all engineering decisions.
Dynamic test techniques minimize the cost of test facilities by maximizing the productive
work from each hour of testing. In most cases, this process requires an entire systems
evaluation of cost factors in which the model cost and the data reduction and
manipulation costs are an important part.

Dynamic test techniques require developments both in the area of advanced sensors, which
I have termed 'integrating sensors' as well as in test techniques which optimize the
dynamic movement of the model within the test section environment.

Integrating sensors are those which respond rapidly to changes in the test environment.
which absorb and retain the entire heat pulse obtained in the tunnel and which can be
decoded to yield data from continuously changing test maneuvers. Four such gage designs
are (1) coax gages, (2) Scbmidt-Boelter gages, (3) isothermal staple gages and (4) thin
film gages. Only the first two have been used in a dynamic mode. All such gages are based
upon the semi-infinite slab analysis and modifications which account for a finite
backface temperature rise.

Dynamic testing involves a continuous movement of the model within the test section. Such
movement can be classed as either slow or fast with respect to the response
characteristics of the gage. In the former case the data reduction may be considered as
quasi-steady state. In the latter case the data reduction requires a more complex
reconstruction of the imposed signal through fast Fourier transforms.

TECHNIQUES FOR QUASI-STEADY STATE DATA ACQUISITION

This application of instrumentation began in the early 1980's when AFWAL tested a Space
Shuttle model in the NSWC Tunnel 9. The facility is a fast blowdown tunnel operating for
less than 2 seconds at substantial cost. Our goal was to make maximum use of the test
environment by driving the test model through a complete pitch cycle in one second. The
model shown in figure 40 was pitched at rates from 40 to 85 degrees per second during
which time valid heating data were acquired. Figure 40 shows the quality and completeness
of the data as a function of the vehicle angle of attack for a single run.

Building on this success, experiments were formulated for continuous wind tunnel
facilities at AFWAL and at AEDC. Two experiments were run at AFWAL, both stressing
complex shock interactions in a Mach 6 facility. In the firs* experiment, the interaction
region ahead of a cylinder attached to a flat plate was instrumented with a single gage.
The model was pitched during a single rate and interaction data were generated. The
interaction data were unique in that through pitching the model, the interaction process
'swept' across the limited instrumentation defining the true peak heating. The second
experiment, also run at Mach 8, evaluated heating to deflected control surfaces in the
same manner using miniature coax gages. That model is shown in figure 41 with the flap

and instrumentation detail shown in figure 42.
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A larger Space Shuttle model w tested hypersonically at AEDO. This model. shown in
figure 41. was modified to power the body flap during test. Data during a single run were
taken as the flap moved. Phenomena, such as flap induced separation, was observed
continuously rather than at discreet flap angles. The onboard motor eliminated the manual
flap adjustments required during previous tests. This saving was estimated at
30,OO0.00. More data were taken during a single shift of dynamic testing than during the

entire Space Shuttle development program I

DYNAMIC TESTING; THE APPLICATION OF FAST FOURIER TRANSFORMS IN
THE LIMIT OF RAPID MODEL MOVEMENT RELATIVE TO GAGE RESPONSE

There are two options with regard to data acquisition system; a traditional measurement
system in which the response is related to the measurement by a simple constant, k, or an
alternative scheme in which the instrument produces a distorted response which can be
corrected off line through software. In dynamic testing where the measurement signal is
distorted by the rapid model motion and instrument response limits, signal reconstruction
with Fourier transforms has been successful.

Fourier transforms have been discussed by several authors including Harting, 1972.
Essentially. Fourier established a unique transform between the time and frequency
domains. Because of their assumed LINEARITY, systems could change their distributions
only in amplitude and phase between the input and output data. The basis of the
technique is the Fourier integral (Fourier transform). Harting describes in detail the
use of the Fourier transform to compensate for transient data distortion.

The technique involves generating a calibration response to a defined input signal which,
by design, contains sufficient information over the bandwidth of interest. See figure
44. Both calibration input and response are digitalized. These signals are transformed
from the physical to the frequency domain and then ratioed. output/input, to produce the
transfer function for the gage, H. The transfer function is a complex number having both
a magnitude and phase angle. Favour, 1966, details the mathematical method and its
limitations.

Distorted data from a test program are then corrected through the application of the
previously defined transfer function in the frequency domain. Distorted data transformed
into the frequency domain can be divided by the transfer function to provide correction
and then transformed back into the physical domain. This corrected signal provides an
excellent simulation of the true signal that would be observed by an infinitely
responsive gage.

In practice, an application of this technique has been reported by Jenks and Strike, 1978
and Strike. 1979. In their application to an oscillating sharp cone which is graphically
described in figures 45 through 47. The Gardon gage used in the Jenke experiment was
calibrated with a square pulse signal which , because of the frequency limitations of the
Gardon gage, creates a distorted response in time as shown in figure 45. Both the input
and output signals are transformed into the frequency domain as shown on the right side
of the figure. 60 Hz carrier noise is clearly visible in the transformed gage output.
The components of the transfer function, the magnitude and phase angle, are shown in
figure 46 produced by ratioing the input to output of the transformed signal. Figure 47
then indicates both the distorted test signal and its transform as well as the corrected
test signal transformed back from the frequency to the time domain.

Limitations of this techniques were outlined by Favour, 1966, as follows:

1. The transformation only works with systems where the input and output are simply
related by a linear relationship in the time domain.

2. The limits of integration of the transformation function with respect to time MUST
contain the complete transient to which the instrument is subjected.

3. The limits of integration for the re-transformation process must contain the complete
frequency spectrum of the transient

4. Since all time functions are defined by discrete samples, the sampling rate must
satisfy the inequality A <

2w
m

to assure an accurate representation of the Fourier transform in the range of frequencies
which define the complete frequency spectrum of the transient. In this inequality omega m
is the highest frequency component in radians per second of the time function.

5. Since each Fourier transform is defined at discrete freauencies over the range of
interest in the transient, the resolution of the Fourier transform must satisfy the
inequality

Aw < (w/T)

where T is the length of the transient in time. In other words, the minimum frequency of
interest must be greater than the delta omega described by the inequality.

Wmin Aw
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8. In the calibration process, the input calibration transient selected must represent

significantly all frequencies of interest in the test transient.

There are also requirements with respect to the character of the calibration pulse
generator which must be considered. These are given in the reference by Favour, 19686.

THE SCHMIDT-BOELTER GAGE

HISTORICAL NOTE:

Heat flux can be deduced under steady state conditions by measuring the temperature drop
across a surface of known material properties and known thickness. This is a Thompson
type I gage. E. Schmidt appears to have designed the firse instrument making use of this
observation. His instrument consisted of a rubber strip around which was wound a 'pile'
of 100 thermocouples wound is such a way that the junctions are alternately in the middle
of one surface and then the other surface of the rubber strip as shown in figure 48.

oalter (L.M.K. Boelter) introduced an ingenious modification to this gage by wrapping
the rubber strip (plastic in the case of Boelter) with Constantan wire and then silver
plating half of the wires to xorm a silver-constantan thermopile.

Hence, the Schmidt-Boelter gage is intrinsically a thermopile gage using the temperature
drop across a material of known thermal and physical properties. The thermopile being
cleverly formed by wrapping the material with a single thermocouple material and then
plating the second material over half of the wires to form the series of junctions needed
to form the thermopile.

Because of the thermopile design, the output signal from the gage is substantial and that
feature may well be important in its practical application in wind tunnel testing.

The drawing on the right side of figure 48 indicates the current gage design based on the
Schmidt-Boelter principle. This gage is "semi-contourable" in that normal to the strip of
anodized Aluminum, the gage can be contoured.

CURRENT USE:

The Arnold Engineering Development Center is a large and enthusiastic user of the
Schmidt-Boelter gage. Matthews, 1987, lists several advantages of the gage including
durability, sensitivity (by virtue of the thermopile feature). semicontourability and a
self-generating output signal proportional to the incident heat flux imposed upon it. One
disadvantage noted is '...some concern about hot-spot effect...'; in effect, non-
igothermal wall effects. This may limit its long duration applicability in tests. The
commercial "Micro-Foil' heat gage, shown in figure 49, is an outgrowth of the Schmidt-
Boelter gage.

THE COAX GAGE

The coax gage created an instrument based on a one dimensional thermal model with heat
flow INTO the structure. The coax gage is a THICK wall gage based upon the capture of
heat within the thermal mass of the instrument. In its most simple form, the coax gage is
a semi-infinite slab gage as is the thin film gage. It is a Thompson class 2 gage.
Modified versions of this gage eliminate the requirement that the gage have an isothermal
back face temperature and, in so doing, change the character of the gage making it closer
to a Thompson class 1 gage; a sandwich gage.

The gage, which we call today a coax gage, has been used to measure heat transfer for
nearly a half century. Early use of the gage was the instrumentation of gun barrels.
Ferri used such a gage in the 1950's as shown in figure 50. Fabrication technology has
improved over the past 30 years but the concept has remained the same.

Semi-infinite slab gages respond to imposed heating as their substrate responds. If the
substrate is an insulator (as in the case of a thin film gage described earlier), the
response is strong and the temperature Increases rapidly. If the substrate is a
conductor (as in the case of the coax gage), the response is moderated by conductive heat
dissipation through the substrate and the temperature rise Is lower. If the temperature
rise of the gage is low, he measurement of temperature is difficult and can produce
error. The amount of this error depends upon the level of imposed heating rate.
Statements to the effect that the gage has a ... ' limited use in continuous tunnels...'
are incomplete. They presuppose a level of heating which varies widely among continuous
tunnels. It is the imposed heating rate that determines usefulness of the gage together
with the interest of the experimenter in post test data smo)thing.

THE EXTENDED DURATION COAX GAGE

Coax gages are limited in test duration not by the diffusion time of materials as
suggested In the literature but by the limitations of the thermal model and its bounding
conditions. Certainly, within a short time, the heat pulse from the heated face of the
gage will diffuse to the rear surface of the gage. This thermal diffusion time can be
modified somewhat by changing the thickness of the gage.

Af
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When the diffusion time is exceeded, the backface temperature of the gage will increase
and the semi-infinite slab thermal model is no longer useful. This does not limit the
usefulness of gage. Use of the gage for times exceeding the diffusion time however
requires more sophistication in formulating the thermal model, additional measurements
and, perhaps, another example of the integration of numerics and experimentation.

There are available so called 'three wire Coax gages* shown schematically in figure 51.
These gages measure both the heated surface and backface temperature and thus eliminate,
for a time, the limitations imposed by the semi-infinite slab thermal model. Three wire
gages are commercially available and have been used in wind tunnel tests to generate
valid test data for up to 30 seconds. This upper time limit is caused not by the fact
that there no longer exists a temperature difference between the front and backface of
the gage but because the minor differences in the thermal properties between the gage and
the model cause extraneous heating through the sides of the gage leading to inaccuracies
in the measurement. Of course, three-wire Coax gages require additional data acquisition
capacity and fewer gages can be sensed during any one entry into the tunnel.

Another solution to this problem is the use of the two-wire gages together with a finite
slab numerical thermal model. The numerical computation of the backface temperature
would replace its measurement in the three wire gage by a liner extrapolation of inner
node temperatures. Since the backface temperature is not extremely sensitive to test
motions in the wind tunnel, the comnutational estimate of the backface temperature will
generate data of acceptable quality. -Iiis technique again opens some questions about
pure experiments' that, in the last analysis, must be answered by the experimenter.

Data Reduction of Coax Gages

Figure 52 outlines two techniques for the reduction of coax gage data. Each begins from
an exact formulation of the semi-infinite slab thermal model. Both techniques, termed the
direct method and the indirect method, have been reduced to a finite difference
representation in this figure.

The DIRECT METHOD computes the rate of heat transfer directly from temperature data on
the surface, T(t). The INDIRECT METHOD first computes the integral of the heating rate
with time. Q(t). and then differentiates this quantity to generate the rate of heat
transfer. Neither technique has an obvious advantage over the other. The indirect method
results in smoother data because of the implicit smoothing in the intermediate step of
computing the integral of heating rate. Both techniques are slow as they integrate from
an initial time to generate results at each computational step.

Figure 53 indicates both surface and backface temperatures generated during an example
case which simulates model heating of 10 Btu/ft2 sec in a wind tunnel. Note the
parabolic nature of the surface temperature; a characteristic of this type of gage. The
surface temperature demonstrates two tunnel induced features. Early in the test there is
a 'blip' in the surface temperature caused by the model traversing the tunnel shear layer
upon injection. At times greater than 8 seconds the model is withdrawn and the surface
temperature decreases. The backface temperature is isothermal until the model has been
in the tunnel for 2 seconds.

Figure 54 indicates the reduction of this example data using a semi-infinite slab thermal
model. Deviation of the reduced data from the input heating level of 10 Btu/ft2 sec is
observed for times greater than 5 seconds. Reduction of these same sample data with a
finite slab thermal model is shown in figure 55. Accounting for the backface temperature
rise results in properly reduced data. Figure 56 demonstrates a reduction of the same
example data by the same techniques. In this figure. the resultant heat transfer is not
10 Btu/ft2 sec but 11. The reason for this is that the recorded temperature data, the
basis of the datareduction, was numerically affected by random timing errors. The result
of such errors which can be common in datA acquisition is the generation of incorrect
heat flux data. The reader is cautioned that successful application of this integrating
technique requires numerically smooth input temperature data.

Figure 40 Example of Coax Gage Data Figure 41 Very Small Scale Space Shuttle
Taken on a Space Shuttle Model Model Used to Acquire Coax Heat Flux Data
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Figure 42 Flap Detail for Model Shown in
Figur e 41 Coax gage circled.

Figure 45 Calibration and Transformation
Of Gardon Gage Signal by the Fourier
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Section VII
ADIABATIC WALL TEMPERATURES

Understanding aerodynamic heating requires a knowledge of the heating rates to the
surfacs swell oatathewadiabat ic temperature available to the surface. Supersonically,
both terms are important with the relativ seansiiit of the adiabatic wall tempvrature
diminishingo a:, the Me ch number increases. Hypersonically, although an accurate
defin ition ofth adiabatic wall temperature is significant, it in difficult to measure
and therefore normally neglected in experimentation. Numerical approximations or an
accepted convention are generally used in its place.

Classically, from the definition of an adiabatic surface, the adiabatic wall temperaturecan be found by holding a model in the tunnel until the rate of beat transfer to the
surface goes to zero. The resultant surface temperatures are ideally the adiabatic wall
temperatures (plural because they are a function of surface orientation among other

factors). Early tests employed this technique both at supersonic and later hypersonicspeeds. The maJor problem with this *classical* technique wag that a special model was
required which wa perfectly insulated so that conduction effects were negligible.
Another problem was that radiation to the tunnel walls becomes sinifacant at hypersonic
tst conditions when the surface temperature approaches the adiabatic wall temperature.
Tiis factor cannot be aMtquately accounted for n practical data reduction and i not
considered in the definntion of the recovery temperature(s). Finally, in the absence of

radiation, inferred heating rates approaching zero at the adiabatic wall condition implythat the temperatures within the model matral approach a constant value (dT/dx O) and
that temperature gradients with time, dT/dt, within the model material at trategic
points (those required to define a thermal model) also approach zero. Since most heat
flux inference techniques rely on one of these gradient of temperature. the accuracy of
the measurement becomes very poor.

Supersonically, techniques exist to measure directly the adiabatic wf i oondtaon and
these techniques appear accurate. Hypersonically, several techniques have been attempted
with vayn dogrees of success. Two hyprsonic techniques attempted in the recent past

are:

requred whih wa pefecly isulted so tat ondctio efect wer neligble
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1. model exposure for extended test periods monitoring the output of heat gages as
the surface temperature APPROACHES t-. adiabatic condition. The adiabatic temperature (at
the gage) being defined as an extrapolation of the heating rate level with increasing
surface temperature.

2. successive tests made at discreet and increasing surface temperatures approaching
the adiabatic wall condition. In this case, testing and instrumentation is conventional
and the pre-test model conditioning system is used to produce an isothermal model at the
desired surface temperature.

The first technique produces questionable results because of non-isothermal wall effects.
Success (in terms of accurate determination of adiabatic temperatures) requires
exceptional integration of the instrumentation into the model. Few thermal instruments
can achieve that level of integration. The second technique is straightforward and has
been used by AFWAL in a demonstration project to generate detailed information. It is

expensive data to generate because the model temperature must be stabilized and uniform
at several elevated temperatures outside of the tunnel. Instrument integration, while
still a problem, is less demanding because testing begins from a uniform model
temperature with heating data taken rapidly before non-isothermal wall effects are
present.

The presence of non-isothermal model surface temperatures creates a severe problem in the
conduct of these and all heat transfer measurements. A classic paper on the subject was
written by Gates and Allen, 1974. Figure 5/ from that paper indicates that the level of
the recovery factor is directly proportional to the difference between the supply
temperature, To. and the throat temperature. Further, Gates and Allen have demonstrated
that the effects of a non-isothermal wall at the leading edge of the model are both
substantial and enduring far downstream of the non-isothermal wall Juncture. The paper
is an excellent reference and should serve as a warning that these measurements of
recovery factor are difficult to generate and prone to measurement errors.

Similar results were obtained by AFWAL. Using a successive test injection technique.
adiabatic temperatures were inferred on a shock interference model as shown in figure 58.
These data as well as the more conventional forcing temperature based on total
temperature were used to compute the heat transfer coefficients as shown in figure 59.

Use of the measured adiabatic wall temperatures increases the heat transfer coefficient
substantially in the interaction region.

For these data it appears that the level of adiabatic wall temperature is sensitive to
the features of the shock interaction process and by inference to many other local flow

phenomena including, perhaps, vortical phenomena. To the extent that these details of
the adiabatic wall are not measured, uncertainties will persist in the data. It is

possible that vortical flow on the fuselage of the Space Shuttle extrapolated poorly to
flight for this reason.
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Section VIII
THE FABRICATION OF WIND TUNNEL MODELS

INTRODUCTION

Wind tunnel models used to generate aeromechanic teat data are fabricated either by (I)
building up the model of metallic sub-elements, (2) electroforming the model of metallic
materials or (3) casting or forming the model of insulative materials. Each of these
techniques will be discussed.

More recently, there has been interest in the ground test evaluation of structural
elements of the configuration. These tests are uniquely different from the classical
generation of aeromechanic data and present significant challenges to those who would
design and fabricate the model and to those who would install instrumentation in the test
model designed for these applications.

The practical evaluation of heat transfer data to three dimensional hypersonic
configurations has been conducted for the past 25 years using the 'thin-skin' technique.
Models to support this technique are built up of metallic sub-elements; normally, formed
stainless steel sheet. In the build up process, the instrumented thin skin surface of
the model is supported by a structural hard back which accommodate the loads imposed on
the configuration by the test environment. The instrumented portion of the model is
relatively thin, 0.030 inches (7 to 8 mm).

Extremely complex configurations involving compound curvature are difficult to fabricate
with the thin skin technique using material sheet construction. Although recently CAM
(computer aided manufacturing) techniques have improved our capabilities, many of these
extremely complex shapes are fabricated by electroforming a thin skin section and
attaching that section to the structural hardback. Electroforming limits the selection of
materials available to the designer; materials which, generally, have higher thermal
conductivity and are thus more susceptible to measurement losses caused by heat flow
along the surface.

Insulative models have been used for the past quarter century to generate survey data as
discussed in section III. Several materials and corresponding fabrication techniques
have been used. In general, these insulative materials are not structurally sound and
require a structural hardback of metallic materials. Insulative materials selected and
used in the past include, typically, castable Stycast (R) and machinable Teflon (R).

ELECTROLESS PLATING

The use of electroless plating techniques allow for the fabrication of extremely complex
aerodynamic shapes and/or the highly detailed instrumentation of aerodynamic shapes of
interest. A recent paper by Avery, 1984, presented an extremely detailed and informative
picture of the capabilities and difficulties of this technique. Figure 60
is a composite from that reference.

Avery's model, while not complex aerodynamically was instrumented with 256 thermocouples
in an extremely dense array. Two features from this experiment deserve consideration.
First, the plating techniques and the ability to plate the model to a thickness of 0.025
inches are somewhat unique and second, instrumentation of this model using a single
Constantan wire with the junction formed between the Constantan and the electroformed
nickel, Niculoy 22 is unique. This technique has been conducted in much the same manner
as the Soviet microthermocouples. Several problems were uncovered and discussed in the
report. They included the tolerance on plating thickness, cleaning of and activating the
plating surface, pitting and surface roughness and delaminations in the plating process
and during testing. Similar but earlier results were reported by Staimach,175

....... , flfl
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Figure 60 Electroless-Plating Technique for Fabricating Thin
Wall Convective Heat-Transfer Models after Avery, 1984
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Section IX

INSTRUMENTATION IN SHOCK INTERACTION REGIONS

Regions of chock interaction present a particularly complex problem for thermal
instrumentation. Theme refions have high localized aerodynamic heating with large
surface temperature gradients about the peak heating. Further, the location and extent of
these critical peak heating locations are not precisely known (or vary with time) so that
instrumentation is placed with some uncertainty. Finally, conventional model designs
employ metallic surface materials which create conduction losses along the surface of the
skin and away from the peak heating locations. Scale is also an important consideration.
Small scale shock interaction models may not be instrumentable because of the small size
of shock interaction features and/or losses due to heat conduction. Those who manage the
development of flight vehicles seem fixated on the evaluation of all such phenomena using
scaled model configurations. With shock interaction phenomena, this strategy is rarely
acceptable. The results of its use, which are all too often seen, produce biased, low
heating rates. As an example, the leading edge region of the Rockwell Space Shuttle was
instrumented to obtain shock interaction data. The instrumentation, thermocouples
attached to a thin skin model, was improper for shock interactions on a model of this
small scale in a continuous flow wind tunnel. The result was that the measured heating
values were 1/3 the actual value of the heating rate impressed on the model by the test
facility.

The Rockwell Space Shuttle, as well as several other development programs, have used
survey test techniques (discussed in section 3) to determine the location of such peak
regions. Unfortunately, as has been discussed, these highly localized regions are not
clearly observed with such survey instrumentation. The result is that highly approximate
locations of the interference peak are observed with the resultant level of the peak
heating poorly defined.

Point measurements of interference heating peaks require either the use of metallic
models or the use of insulative models with either thin film gages or isothermal
thermocouple staple gages. The metallic models generate substantial conduction losses
along the surface and the corresponding insulated material models can crack due to
thermal shock caused by the severe thermal gradients in the small interaction regions (as
in the case of Macor (R) models). Both the thin film and staple gages may span the
entire shock interaction region (depending on its dimensions and the orientation of the
gage in the flow along the gage sensing element). These effects require corrections for
non-constant surface heating in the data reduction and analysis phase.

With this brief introduction to the problem, let us consider several gages with which to
evaluate shock interaction phenomena.

THE COAX GAGE WITH UNIFORM HEATING

A thermal model was used to evaluate the response of a coax gage installed in a block of
17-4 PH stainless steel which was subjected to uniform external heating. The gage and
the surrounding stainless steel were the same thickness to minimize the thermal
differences between the two materials. Figure 61 indicates the response of the gage for
(a) the gage in intimate thermal contact with the surrounding material but used in the
classical mode wherein only the heated surface is measured and the backface is assumed to
be isothermal; (b) the gage in intimate thermal contact with the surrounding material but
with both the heated and backface temperature measured or inferred through computations
and (c) the gage insulated from the surrounding stainless steel with a Teflon (R)
insulating ring.

The classic operation of the coax gage assumes that the backface is isothermal limiting
the application of the gage to times less than that required for the thermal pulse from
the test to reach the backface of the gage. This is clearly seen in the response of the
gage as shown in the figure. Good data is generated for a few seconds and then the gage
drifts off and is not useful. This shortcoming of the coax gage can be overcome by
either measuring the backface temperature or computing that temperature through the
thermal model employed. With these improvements, the gage is useful for extended periods
of test time. Here, the output to 30 seconds is shown. Installing a Teflon(R) cylinder
about the gage was attempted to enforce the one dimensionality of the assumed thermal
model. We were surprised at the response of the gage in this configuration. The
ircrease in heating observed in this figure is due to the fact that the insulation
material, for the same constant heating rate, creates a differential temperature history
with respect to the coax gage and feeds heat into the sides of the gage. The result, as
shown in the figure, invalidated the gage and is a dramatic example of how difficult
measurements are in even a uniform heating environment.

THE COAX GAGE WITH NON-UNIFORM HEATING

Figure 62 Indicates a further complication to the idealized case of a uniform heating
pulse. In this figure a heating pulse of magnitude equal to the uniform case was imposed
over only a 1/4 inch interval as shown in figure 63. Five lines are shown on this figure
representing the spectrum of responses caused by the coax gage being progressively
wrapped in a Teflon(R) insulation material. In this non-uniform heating case, the gage
installed directly into the 17-4 PH stainless steel creates a non uniform response even
though both the heated surface and backface surface is measured. The reason for this is
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that the thermal gradient produced across the heated plate draws heat from the gage. At
the other extreme, the Teflon(R) insulated gage, as before, has the reverse effect. With
the non uniform heating across the plate, the Teflon(R) is thermally drained both into
the coax gage and into the cold surrounding 17-4 PH stainless steel structure. The lines
between these two extremes represent different configurations of the Teflon(R) insulator.
The line closest to the actual 5 Btu/ft2 sec input is an optimized (and perhaps
idealized) design.

There are several consequences of the data presented in this figure. First, the trends
presented in this figure are somewhat idealized although illustrative of the problem.
The design of an experiment will require a more detailed analyses using the thermal model
as well as validation of such a model. Secondly, the consequences of this figure are the
following:

I. It is necessary to use not only intuition but also numerical modeling techniques
to correctly integrate instrumentation into a model for difficult situations such as
shock interaction. The competing consequences of complex heat flows cannot be adequately
deduced by ad-hoc rules of thumb. A correlary to that remark is that the details of this
or any other installation will change with regard to the heating imposed and the
incidental features of the model in which the gage is placed.

2. The figure demonstrates characteristic curves which are related to specific
phenomena. These characteristic curves can be used to understand the results of the
experiment with regard to the instrumentation and the corrections that must be applied
after the experiment to correct the data of the incidental features of the model.
Certainly is is best to design the experiment correctly but, in spite of best efforts,
these features may still be present and require correction.

3. The characteristic shape of the curve can, itself, be used to understand more
about the experiment and extract more data from the experiment. This is an area called
'Parameter Estimation' and it is possible that an experiment, properly strategized, could
generate not only the required data but secondary information on the quality of the
instrumentation as well.

In the final analysis, this type of 'thick wall' STATIC instrumentation is not all that
useful in the evaluation of interference heat pulses.

Studies were also conducted on the DYNAMIC case of a heating pulse sweeping past a coax
instrument. Figure 64 indicates the results of that numerical experiment. Clearly,
sweeping the heat pulse eliminates many of the conduction loss problems observed with the
static ii,strumentation by distributing the temperature rise across the surface of the
model. The results again support the need to consider not only advanced instrumentation
but also advanced instrumentation strategies in the acquisition of complex data.

7 / __
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Figure 61 Effect of Installation Details Figure 62 Effect of Installation Details
on the response of a Coax Gage to a on the respose of a Coax Gage to a
Uniform Heating Pulse Non-uniform Heating Pulse
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ABSTRACT

Although extensive progress has been made in computational fluid mechanics, reliable flight vehicle

designs and modifications still cannot be made without recourse to extensive wind tunnel testing. Future

progress in the computation of hypersonic flowfields is restricted by the need for a reliable turbulence modeling

data base which could be used for the development of empirical models for use in numerical codes. Currently,

there are few compressible flow measurements which could be used for this purpose and, since additional shear

stress terms may be significant at high Mach numbers, models based on incompressible measurements may not be

realistic. In this lecture, techniques for mean, transitional and turbulent flow measurements will be reviewed and

the status of transition and turbulence research in support of turbulence modeling programs discussed.

Procedures for hot wire and hot film measurements in hypersonic flows will be outlined and assessments made of

the potential for hot wire and laser velocimeter measurements of turbulent fluctuations in hypersonic flowfields.

The results of recent experiments conducted in two hypersonic wind tunnels will be presented and comparisons

made with previous hot wire turbulence measurements.

1. INTRODUCTION

Current hypersonic flowfield instrumentation is insufficient to meet present and future ground test

requirements. Measurements are required to establish the basic physical mechanisms and turbulence models

required for reliable prediction of transitional and turbulent hypersonic flowfields. With concepts such as

orbiting high altitude, high drag aerobraking vehicle configurations such as aero-assisted orbital transfer vehicles

(AOTV's), high lift trans-atmospheric vehicles (TAV's) and the National Aerospace Plane (NASP), we have

embarked upon a new era of hypersonic research and development which will stretch our experimental and

design capabilities to the limit.

To put possible future challenges in perspective, consider, for example, the concepts discussed in Ref. 1.

Such a vehicle would attain a cruise Mach number of 25 in low earth orbit. It will experience skin temperatures

of up to 2,000*F and dynamic loads which will exceed current flight vehicle loading by an order of magnitude.

The performance of such a vehicle will be extremely sensitive to the characteristics of the external flowfield.

For example, skin friction will account for up to 50 percent of the total cruise drag and ram thrust will exceed

the drag by less than 10 percent. Thus, at flight vehicle Reynolds numbers of 100 million, transition location

will be critical. It will determine heating rates, overall drag and ramjet/scramjet engine inlet performance.

Knowledge of transitional and turbulent hypersonic flows will be a key area in the design and development of

future hypersonic flight vehicles. Unfortunately, in the post-Apollo era, a time of reduced space effort in the

United States and Europe, the subject of hypersonic aerodynamics has been neglected and many hypersonic

simulation facilities have either been scrapped or decommissioned. Table 1, taken from Ref. 2, lists the number

of test facilities in the categories of continuous flow, intermittent flow (blowdown) using air, nitrogen or helium,

arc discharge, shock tunnels and other miscellaneous types. Clearly, there has been a significant decline since the
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early sixties. However, with the resurgence of planned hypersonic research, facilities and experimental methods

for hypersonics are once again in strong demand.

During this period of hypersonic neglect, great strides have been made in our capabilities to compute
complex fluid flows. But, reliable flight vehicle designs and modifications still cannot be made without recourse

to extensive wind tunnel testing. At present, progress in computational fluid dynamics of hypersonic flows is

restricted by the need for reliable experimental data and an improved understanding of both the physics and

structure of turbulence in high speed flows which can be used for the development of empirical turbulence

models and to validate Navier-Stokes codes. Although some hot wire data have been obtained in previous years,

they are of questionable reliability due to the assumptions which must be made to determine thermodynamic

fluctuation levels from the measured hot wire variables. Currently, there are few compressible flow

measurements which could be used for modeling purposes, and, since additional shear stress terms may be

significant at high Mach numbers, models based on incompressible measurements may not be realistic.

Experiments designed to aid turbulence modeling of hypersonic flows and verify computer codes will require

extensive flowfleld mean flow and turbulence measurements.

In recent years, experimental methods in lower speed regimes have made significant advances due

primarily to the availability of high power lasers. Their introduction has enabled the field of laser velocimetry

to expand from low speed, small scale, closely controlled laboratory applications to the measurement of

compressible flows in large scale wind tunnels (Ref. 3.) The advent of the laser velocimeter allows us to

measure velocity fluctuations directly in a linear, non-intrusive manner. Of particular value is the capability it

offers to measure some of the compressible turbulent shear stresses, since this is an impractical task with hot

wires. The challenge now is to apply these new computational and experimental capabilities to the solution of

current and future hypersonic flow problems.

Flowfield measurements in support of new hypersonic designs can be classified into two general

categories. In one category of experiments, fundamental experiments, sometimes referred to as '"benchmark"

experiments, are selected to provide a reliable mean flow and turbulence modeling data base to guide

computational designs. These experiments are usually selected to simulate a simplified element of a more

complex flowfield. In the second category, less detailed measurements of complex flows of a more immediate

practical interest are required which will provide details for initial vehicle design formulations. At present,

there are two fundamental questions to be answered, namely: where do we stand now and what are the prospects

of achieving these measurement goals in a timely and cost effective manner? The purpose of this paper is to

address these questions and to discuss the pitfalls and prospects for flowfield measurements of hypersonic flows.

2. BACKGROUND

Since transition from laminar to turbulent flow can account for significant changes in such important

parameters as skin friction, heat transfer, and flight vehicle performance, it is important that the variation of

transition Reynolds number with Mach number be accurately determined. However, there is much speculation at

present regarding the effects of Mach number and unit Reynolds number on transition location at hypersonic

speeds. The collection of transition data shown in Fig. I shows that the meamurements, at fixed Mach numbers,

vary by factors of twenty or more and, although there is a trend of increasing transition Reynolds number with

increasing Mach number, the data base is clearly insufficient for design purposes. Transition location

uncertainties of these magnitudes could lead to serious heating, drag and performance consequences. Although at

first glance Fig. 1 seems to suggest a lost cause, consistent and careful measurements can alleviate the situation.

Apart from the complex coupling of the usually unknown freestreamn turbulence levels and spectra and model



5-3

boundary layer transition a major source of scatter in transition data can be attributed to inconsistent choice of

transition "point" indicated by different techniques. This will be discussed in more detail later in the paper.

A large quantity of mean flow compressible turbulent boundary layer data are also available in the open

literature. A significant number of these studies have been critically reviewed in Ref. 4. Boundary layer

measurements are generally used in the prediction of skin friction and heat transfer. However, although mean

profile data are reasonably reliable outside the sub-layer, due to probe resolution they are generally insufficient

near the wall to infer surface quantities. Thus, the principal areas of difficulty in mean flow measurements

remain in the determination of the wall shear stress and heat transfer. Estimates of wall values from flowfield

studies should be regarded with caution. Even direct wall measurements can be subject to significant errors,

especially in pressure gradient flows (see Ref. 4.)

At present, the principal research tools for turbulence measurement in low speed flows are hot wire and

laser anemometers. In hypersonic flows, hot wires can be used reliably to measure freestream mass flux and

total temperature fluctuations but cannot be used in flows which involve high levels of turbulence, separation or

time-dependent flow reversal which are often associated with shock/boundary layer interactions (Ref. 5). On the

other hand, due to resolution limitations, the laser anemometer is not suitable for low turbulence, freestream

measurements. But, with its linear and directional sensitivity it probably represents the instrument of last resort

for the non-intrusive measurement of large scale, unsteady turbulent flows. Thus, it is important that the

practical problems associated with both hot wire and laser anemometry are addressed and that redundant hot

wire and laser velocimeter experiments and comparisons be carried out to determine their reliable ranges of

application. Measurements to support turbulence modeling could then be chosen so that the attributes of both

techniques could be applied with care.

A hot wire anemometer senses any changes in the variables which affect the rate of heat-transfer between
the wire and the fluid. Variations in heat transfer coefficient can change both wire temperature and resistance.

If the wire is made part of a suitable electrical circuit, these changes can be used to generate a signal which is

related to the instantaneous heat transfer. Thus, as Morkovin (Ref. 6) points out, for the correct interpretation

of the electrical signal we need to know: 1) the identity of possible fluid flow variations (eg. turbulence or

sound), 2) the laws of heat transfer between the wire and fluid, 3) the variation of wire resistance with

temperature and the effects of conduction to the supports, and 4) the response of the associated electrical system

which produces the measured current or voltage variations. Unfortunately, our knowledge in each of these

categories is far from complete and could well be responsible for the current lack of reliable data. A recent

review (Ref. 7) of supersonic and hypersonic hot wire data taken in zero pressure gradient, adiabatic or

isothermal wall boundary layers illustrates the problem. Fig. 2, taken from Ref. 7, shows data from several

sources for the fluctuating axial velocity component. The scatter is so large that it is impossible to construe that

any form of similarity with Reynolds or Mach number exists. The picture is even more confusing when the

distributions of the other two normal stresses are reviewed. The measured shear stress distributions (Fig. 3)

once again show that no pattern of similarity can be observed. Indeed, only Klebanoffs incompressible

measurements (shown for comparison) approach the anticipated limiting value of unity in the wall region.

These results give some indication of the deficiencies in the measurement techniques and data reduction

assumptions.

The problem is further compounded by the fact that a significant portion of the available studies were
conducted in wind tunnel nozzle wall boundary layers in which unknown upstream influences could have affected

the turbulent structure. Also, many measurements have been made with thin film gages which have doubtful

validity for quantitative turbulence measurements, since substrate thermal feedback causes probe sensitivities to

vary with frequency. It is particularly serious and complex for multiple films mounted on the same substrate
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which are the type of probes used for shear suess measurement. Even with crossed-wire probes, data

interpretation is involved and can be unreliable. For instance, the time-averaged expression for one component

of the compressible turbulem shear stress is U yii whereas the hot wire, after questionable assumptions (Ref.

8), measures (pu)-V which differs by a first-order term. Thus, it is clear that systematic investigations of

fluctuating velocities are still needed, even in zero-pressure gradient compressible boundary layers to establish a

reliable data base for turbulence modeling. Clearly, hot wire turbulence measurements in compressible shear

flows still present a formi,!able scientific challenge. Most flows of practical interest can be extremely sensitive to

probe interference. Local turbulence levels also normally exceed those for which reliable hot wire

measurements can be expected. Directional intermittency can give rise to substantial hot wire errors (Ref. 9).

There are other factors which affect the reliability of hot wire measurements in flows where more than

one mode fluctuation is significant. In these flows, a fundamental hot wire anemometer requirement for

meaningful quantitative measurements is one of high-frequency response over a wide range of wire overheat

ratios. This requirement is needed to separate mass flux and total temperature fluctuations in compressible,

non-isothermal flows. But it brings out a basic flaw in the most widely used tool for current turbulence

research, namely, the constant temperature anemometer (CTA). This weakness is illustrated by the following

equation for the CTA frequency response

MCTA = Mw/(l + 2rRwG) 2.1

where MCrA and Mw are the time constants of the anemometer system and the wire alone, respectively, r is the

wire overheat, R is the wire resistance and G is the anemometer transconductance. It can be seen that the CTA

frequency response is directly proportional to the wire overheat ratio and at low overheat ratios (r->0) the

anemometer system time constant approaches the wire time constant. Since Mw can range from 1 to 5 ms

(frequency response from 32 to 160 Hz), low-overheat, constant temperature anemometer measurements are

clearly open to question. Unfortunately, low overheat measurements are required to determine the total

temperature fluctuations and the mass flux-total temperature cross correlations. But, with the use of

compensating amplifiers, adequate constant current anemometer response can be maintained even at the lowest

overheat ratios. Comparisons of the two basic hot wire systems have been made in Ref. 10. These measurements

clearly show that there will be a need for alternate constant current anemometer measurements in many

hypersonic flow situations.

Other sources of hot wire turbulence measurement uncertainty are the assumptions involved in reducing

the hot wire measurements of mass flux and total temperature fluctuations to terms which appear directly in the

momentum and energy equations. For example, to obtain the axial velocity fluctuation levels, we assume that the

flowfield is isentropic. Using conventional variables permits us to write the energy equation in its differential

form as

1 T,. (_I)MZI a -- 2.2

o( T1t

where a= 1/fl +(y- 1)/2 M2 ))

Then we consider the equation for the mass flow per unit area and time in its differential form

am. u 2 a .3
m u P

Substituting for ap/p in equation 2.2 gives
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I ± a't . (Y- )M 2 a u + am au 2.4
c 3Tt u p m u

or, collecting terms, we obtain

aui I a rt I [L m 2.5
U. cIl I (V -1)M1 Tt [I+ (y 1)M 2  P

which, defining 3 = a(y - I)M2 , can be written as

au /-I ')3Tt _( - -a 2.6
u k at 0Tt a +B 0 p12 id

In past shear layer studies, the effect of pressure fluctuations has been negelected so that, with p/p << 1.0,

equation 2.6 may be written as

u. (.. ) I ( Pu)T 2.7

Squaring both sides of this equation leads to an expression for the streamwise turbulence intensity in the

form

2cr (puYT X 2.80- C + w 0) (a + 0---cT--t" ( (V-) ,: '

Clearly the measurement accuracy is governed by a pressure fluctuation assumption which is probably not

valid in hypersonic flows, and questionable, low-overheat determinations of the first two terms in equation 2.8.

The procedures used to evaluate other terms which appear in the momentum and energy equations are reviewed

in Ref. 8 These analyses show that previous hypersonic hot wire measurements could be subject to substantial

errors. In more complex flows which involve separation or time-dependent flow reversals, additional problems

occur due to directional ambiguity effects (Ref. 9.)

3. MEAN FLOW MEASUREMENTS

Mean flow properties are generally deduced from measured pitot profiles and measured or assumed total

temperature and static pressure profiles. Using standard nomenclature, local Mach numbers within the flowfield

are determined, by iteration, from the Rayleigh pitot formula

Pt2 _ 
-  2' - )3.1

using a measured wall static pressure and assuming a constant static pressure distribution across the flow. The

Mach number may then be converted into an appropriate dimensionless speed ratio using

( U 2 M,2 Y +! 3.2
(2/M2 ) + (y _ 1)

Since

(a* 2_2_ 3.3

then
(U) 2 3.4

(2/M 2 ) + (7- 1)

If the flow is adiabatic up to the point of measurement, at is equal to the reservoir value a.. It may be obtained
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from a measurement of the reservoir temperature To, using the perfect gas relation at2 =yRT o.

In a non-equilibrium region such as a boundary layer, it is necessary to make a local estimate of the total

temperature distribution. In turbulent adiabatic flows, the model surface temperature is assumed to be equal to

the adiabatic wall temperature for turbulent flow calculated using a recovery factor equal to the cube root of the

Prandtl number. The temperature distribution across the boundary layer is then found by assuming the Crocco

or linear total temperature-velocity relationship

(Tt -Tw) / (To -Tw) = u/ue  3.5

The above equations can then be used to determine the velocity profile. The density profile can be determined

from the static temperature profile and the equation of state. However, when heat transfer, adverse pressure

gradient and flow curvature are present, both the total temperature and static pressure profiles must be

experimentally determined. At high Mach numbers, the effective radii of curvature required to produce

significant normal pressure gradients may be as large as 5008. Thus, curvature due to displacement thickness

variations even on flat model surfaces can be significant, as shown in Fig. 4 taken from Ref. 11.

The geometries and construction of typical pitot and static pressure probes used for hypersonic boundary

layer studies reported in Refs. 10 and 12 are shown in Figs. 5 and 6. In this work, pitot pressure probes were

calibrated in a free-jet facility, matching Mach number, velocity and density with the anticipated test conditions.

These calibrations were used to assess the potential errors due to rarefaction effects (Ref. 13). The static

pressure probes were geometrically similar to those used previously in Ref. 13. Independent calibrations to

account for viscous interaction effects agreed with the Behren's calibration. Total temperatures in the flowfield

were measured with the probes shown in Fig. 7. These probes were designed using a concept suggested by Vas

(Ref. 14) and consisted of an unshielded, butt-welded chromel-alumel thermocouple 0.3 cm long by 0.007 cm

thick supported by tapered chromel and alumel posts. A second chromel-alumel thermocouple was formed at the

end of the alumel support. This provides a simultaneous measurement of the butt welded thermocouple junction

and the probe support. Corrections for radiation, conduction and recovery factor can then be made following

the method described in Ref. 14. To make these corrections, the local Mach number and Reynolds number must

be known, thus requiring an iterative procedure using the pitot and static pressure data. Different designs have

been used by other workers (see for eg. Refs. 15 and 16). Flowfield surveys were obtained using traverse

mechanisms such as the one shown in Fig. 8. Here, a precision power screw was driven by a stepping motor,

whose shaft was capable of turning in controlled increments as small as 1.8 deg. or any multiple. The vertical

resolution of this mechanism was 0.0003 cm. The rotary motion of the motor shaft is coupled to the precision

screw with antibacklash bevel gears and the vertical position was obtained from a three-turn precision

potentiometer driven by an anti-backlash worm gear.

Surface heat transfer is usually measured by the transient thin-skin technique in which thermocouples

measure the rate of change of skin temperature with thermocouples which are spot welded to the interior

surface. The data are reduced by obtaining a least squares linear fit of In ((T, - Tw)/(T t - Twi)) versus time.

Any variation of the wind-tunnel total temperature (T) with time is included. Estimates of longitudinal

conduction errors can be made following procedures outlined by Ref. 17. Short duration facilities offer great

advantages in the ability to measure heat transfer rate using proven transient techniques (Ref. 18.)

Skin friction measurement presents a more difficult problem. The most common methods of measurement

are the floating element balance, surface pitot tube and surface hot film. In Ref. 19, the local skin friction was

measured directly by means of the skin friction element shown in Fig. 9. The element consisted of a disc. 0.312

inches in diameter suspended from two flexures. The streamwise force on the disc was measured by means of a



5-7

difierential transformer. The transformer itself maintained a fixed position while the core, attached to the

floating element, completed the magnetic circuit. In the neutral position, the gap between the element and the

housing was 0.003 inch at the front and 0.007 inch at the back. The element had no nulling device and simply

deflected under the load and had a sensitivity of 0.6 volts per gram. An electrolevel was mounted close to the

balance to measure changes in plate incidence and deflection du ring each test and the zero reading of the balance

was then adjusted accordingly.

Surface pitot probes generally consist of circular or flattened impact-pressure tubes similar to those

suggested and used by Preston (Ref. 20) as indirect sensors of skin friction. The tubes are mounted so that the

tube leading edge rests firmly on the surface of the model. In 1952, Cope (Ref. 21) used a surface pitot tube to

make the first supersonic measurements at a Mach number of 2.5 and concluded that the device was reliable for

making skin friction measurements. Hakkinen (Ref. 22) found that although his subsonic calibration agreed

reasonably well with those obtained previously, at supersonic speeds the calibration had an apparent Mach

number effect when based on the usual calibration factors. This phenomenon was further examined by Trilling

and Hakkinen (Ref. 23) and it was concluded that there was a genuine Mach number effect on the surface pitot

calibration. Later, Abarbanel et al (Ref. 24) found that, with the usual calibration factors based on the wall

temperature, the calibration for a laminar boundary layer was not affected by Mach number, but that the

turbulent boundary layer calibration was still Mach number dependent. In 1957, Fenter and Stalmach (Ref. 25)

developed calibration factors based on the Von Karman mixing-length theory, following the compressible skin

friction theory of Wilson (Ref. 26), which collapsed their supersonic Preston tube data onto a single curve

between Mach numbers of 1.7 and 3.7. However, Smith et al (Ref. 27) obtained a turbulent boundary layer

calibration curve, based on wall temperature, which was independent of Mach number but which was different

from the subsonic turbulent calibration, there being a transitional region for Mach numbers between 0.8 and 1.5.

Sigalla (Ref. 28) was the first to show that the hypothesis of a reference temperature or enthalpy can be used to

obtain a calibratinn formula for Preston tubes that may be applied to both incompressible and compressible

turbulent boundary layers.

A comparison of Preston surface pitot and Stanton tubes (a modified static pressure orifice) by Hopkins

and Keener (Ref. 29) has shown that, with the flow properties based on the Sommer and Short reference

temperature (see Ref. 30), the supersonic data obtained between M = 2.4 and 3.4 fall on the Preston

incompressible calibration curve provided that the measured dynamic pressure is replaced by an equivalent

incompressible pressure coefficient. But it was also found in Ref. 29 that the Stanton tube calibration was greatly

affected by the streamwise location of the tube leading edge relative to the static orifice over which it was

mounted. For these reasons it was concluded that a Preston tube, which is geometrically easier to duplicate than

a Stanton tube, is a superior device for measuring local skin friction. The calibration proposed by Hopkins and

Keener was used to estimate the local skin friction coefficient from the dynamic pressure readings. However,

they found that the supersonic Preston tube calibration was not linear on a log-log plot and differed from the

incompressible calibration below a value of
*4

- - Red cf  10
4  3.6

so that only surface pitot readings above this value should be used to estimate the local skin friction.

It has been shown (ref 31) that the wall shearing stress of a laminar or turbulent boundary layer in

incompressible flow can also be determined from heat transfer measurements at the surface. In this case it is

possible to restrict the temperature difference AT, to values small enough to neglect variations of I4 p and k.

However, in order to extend the previous equations to high speed flow, variations of fluid properties due to

temperature variations in the boundary layer must be considered. In this case the quantity AT denotes the
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temperature difference from the recovery value, except where heat transfer is present initially.

In incompressible flow, the heat transfer from a heated film of streamwise length L is related to the mass

flow rate by the equation

kAT (

where all symbols have their usual significance and all properties are evaluated at freestream conditions.

However, the thermal boundary layer produced by a heated film is confined to a region close to the wall so that

in compressible flow it might by expected that the average fluid properties across the thermal boundary layer

produced by the heated film would he close to the wall values as proposed by Bellhouse and Schultz in Ref. 32.

So that if the specific heat Cp and the Prandtl number a are taken to he constant, equation 3.7 may be written

Nun qwL (Pw cw/w)113 L2 13  3.8

In a continuous running tunnel, the right hand side of equation 3.8 will depend on the wall temperature and

pressure. Thus for a heated film
qwL = A( B /3

kAT + B 3.9

where B represents the heat loss to the substrate. Calibration and test results obtained in high speed compressible

boundary layers are reported in Ref. 33.

Measurements of mean velocity, Mach number and density, taken from Ref. 10, are presented in Fig. 10.

For this compressible non-adiabatic boundary layer, the boundary-layer edge defined by L-k velocity profile

(U/Ue = 0.995) was located at y/0 = 22 and does not include the entire "density" boundary layer. For the

experiment the boundary layer edge y = 8 was defined as the height in the boundary layer where the measured

pitot pressure reached 99% of the local free-stream value (y/8 = 25.8). Important methods used to predict

compressible turbulent boundary-layer flowfields are compressible-incompressible transformation techniques.

These techniques mathematically transform the compressible layer into an equivalent incompressible form which

can be predicted with greater confidence. Stretching functions are used to relate the two stream functions, the

density ratio and the differential distances. Several transformation techniques have been previously evaluated for

this flow (Ref. 35). It was concluded that the Van Driest (Ref. 36) transformation was superior to the other

methods. The present data have been transformed to incompressible law-of-the-wall coordinates (Fig. I la) and

velocity-defect coordinates (Fig. 1 lb) using the Van Driest transformation with a wall friction velocity

determined from direct skin-friction measurements. A comparison with the incompressible correlation curve of

Coles (Ref. 37) indicates the adequacy of the transformation. Near the wall (Fig. 1 Ia), the data are in good

agreement with the incompressible law-of-the-wall correlation with the sublayer data (y+ < 15), closely

approaching the linear relationship u+ = y+. In the outer or wake portion of the boundary layer (Fig. 12) the

data are in good agreement with the incompressible velocity-defect correlation.

The experimentally determined temperature and Mach number profiles preent an opportunity to test

available semi-empirical relationships between temperature and velocity at high Mach number and with heat

transfer. The two most popular being the linear and quadratic relationships. The linear relationship is strictly

valid for adiabatic, zero pressure gradient boundary layers and Prandtl numbers of unity. It can be extended to

turbulent flow if both the laminar and turbulent Prandti numbers are assumed to be unity. Differences in

temperature profiles between laminar and turbulent flows with the same boundary conditions are due then to

differences in the velocity profiles. The quadratic form results from attempts to account for pressure gradient

and to allow for variable Prandti number. This modification which becomes more important at higher Mach



numbers is plotted in Fig. 12. Also shown are the linear (Crocco) and the experimental temperature-velocity

relationship. Except in the region close to the wall, where the Prandtl number deviates from unity, the data are

approximated by the linear relationship. This is in contrast to previous non-equilibrium data (e.g. Ladennan &
Demetriades (ref.34)), which follow the quadratic relationship through most of the boundary layer.

With the recent advances of finite-difference calculation methods for computing the compressible turbulent
boundary-layer, the need for accurate models for the turbulent shear (Reynolds stress) term and the turbulent
Prandtl number which appear in the "time-averaged" momentum and energy equations for the mean flow are

clearly evident. However, despite the extensive experimental and analytical work which has been conducted in
supersonic and hypersonic turbulent boundary-layers, very few measurements are of a quality high enough to

serve as a guide for the various calculation schemes and even fewer are of the type that could give more insight
into the turbulent motion itself. Consequently, very little is known about the structure of compressible turbulent
boundary-layers. However, one can either compute the flow using various models for the turbulent shear stress
and heat flux terms and compare these with experimental profiles, or one can calculate the turbulent shear-stress

and heat-flux distributions using experimental mean-flow data and the "time-averaged" conservation equations
and compare the results with the assumed models. This last method has been used by several investigators (Refs.

38-42) for both incompressible and compressible flows. For incompressible and adiabatic supersonic flows, this
calculation technique has resulted in correlations which are suitable for finite difference calculations. In

addition, Maise and McDonald (Ref. 43) have used experimental velocity profile correlations which provide

mixing-length and eddy-viscosity correlations across the boundary-layer valid for adiabatic compressible flows

up to M = 5. However, this calculation technique also has the inherent disadvantage that the major portion of the
experimental studies of nonadiabatic supersonic and hypersonic turbulent boundary-layers are mostly incomplete

in that limited measurements were obtained for each flow. In addition, a significant portion of the available
studies are for wind tunnel nozzle wall boundary-layers where unknown upstream influences, including
non-equilibrium effects, have yielded unexplained differences between flat plate and nozzle-wall flows. Bushnell
and Morris (Ref. 42) have examined several such hypersonic boundary-layer flows with only limited success in
obtaining a general correlation for the shear-stress model. The turbulent Prandtl number could not be evaluated

for these flows due to insufficient data.

In Ref. 44, both the turbulent shear stress and heat flux have been evaluated at several streamwise locations

on an axisynunetric cone-ogive-cylinder test model at M = 7 (Ref. 44). In this experiment, extra care was taken
to measure all the mean properties of a fully developed compressible turbulent boundary-layer with known and

documented edge conditions so that accurate and reliable mean-flow profiles were obtained. The data have been
demonstrated to be representative of a "fully-developed" turbulent boundary-layer by comparisons with existing

law-of-the-wall, defect law and skin friction correlations. In addition, these present axisymmetric data gave
excellent agreement with previous flat plate results (Ref. 45) obtained at similar test conditions. The experiment
also provided an accurate measurement of the streamwise variation of boundary-layer edge properties which
were used in the calculations. The resulting eddy-viscosity, mixing-length and turbulent Prandtl number
distributions across the boundary-layer were then compared with previous data and other assumed models.

A solution procedure similar to that outlined in Ref. 42 was used to compute the eddy-viscosity, mixing
length and turbulent Prandtl number distrubutions. Two representative models for the turbulent flow properties

were chosen to compare with the calculated results. Cebecci's model (Ref. 46) is derived from incompressible
flow measurements and is typical of many distributions currently used in prediction methods. Maise and

McDonald (Ref. 43) have correlated two-dimensional adiabatic supersonic flow measurements resulting in

expressions for the eddy-viscosity and mixing-length distributions across the boundary-layer. These predictions,

when suitably normalized, did not vary appreciably (less than 10%) for l03 < Re0 < l05 and 0 < M < 5.
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Although the Maise and McDonald correlation was obtained for flow conditions far removed from the present

conditions, a comparison was made since this model is at least based on compressible data whereas Cebecci's

model is not. Of course, any disagreement between the present results and these models could be attributed to

compressibility, heat transfer or transverse curvature effects. Comparisons are shown in Figs. 13 and 14. The

static Prandtl number results (Fig. 15) appear to be invariant with distance except for y/8 = 0.75 where the

results are subject to uncertainty since accurate normal enthalpy derivatives could not be determined at the outer

edge of the boundary layer. In general, these results are in excellent quantitative and qualitative agreement with

previous incompressible and adiabatic compressible results (Refs. 38 and 39).

4. TRANSITION MEASUREMENTS

It is a well-established fact that in incompressible flows transition to turbulence is the result of not one but

several instability mechanisms and there are many indications that in compressible flows the transition

phenomenn is basically the same. In the absence of large disturbances in the freestream transition involves a

sequence of processes occurring in the following order the amplification of weak disturbances; the non-linear

development of disturbances; the development of high-shear layer and high frequency disturbances; and the

developmet of unbulent randomness.

Early records of the velocity fluctuations in a transition region measured using sensitive hot wire methods

have shown intermittent regions of laminar and then turbulent flow. This was interpreted as transition being an

abrupt process, the gradual change in measured mean flow in this region being caused by the abrupt spanwise

line of transition fluctuating rapidly in the streamwise direction. Emmons (Ref. 47) introduced the idea of

turbulent spots which originate in more or less random fashion and increasingly overlap as they enlarge during

their transit downstream, finally covering the entire flowfield and resulting in fully turbulent motion. The

passage of these spots over points on the surface results in altemrations of lamunar and turbulent flow. These

alternations can be quantitatively described by an intermittency factor Twhich represents the fraction of time any

point spends in turbulent flow. More recent experiments, including those of Schubauer and Klebanoff (Ref. 48)

and Elder (Ref. 49) verified Emmons' observations, and added much detailed information. It was shown that

spot formation is essentially "point-like" in the sense that the size of the spot is initially of the order of the

boundary layer thickness, and it was also found that there are essentially no interaction effects between spots.

This latter characteristic ensures that the intermittency factor at any point can be calculated by adding the effects

of individual spots. This gave justification to the good correlation of Dhawan and Narasimha's theory with

experiment (Ref. 50) in which it was shown that the intermittency factor could be used to predict the velocity

profile and skin friction variation through transition when the spots were assumed to originate within a small

streamwise region. The Schubeer-Klebanoff studies of isolated turbulent spots growing in time, linked the

temporal rate of growth with the lateral rate of propagation downstream of a fixed strong disturbance. At low

subsonic speeds the angle of propagation of this transverse contamination appears to be constant, 8.5 to 11.5

degrees, despite the fact that the laminar layer is getting increasingly more unstable with distance downstream.

Schubauer and Klebanoff (Ref. 48) generated their artificial turbulent spots by spark discharge in the boundary

layer. The sparks were always strong enough to create turbulence locally, no matter what the Reynolds number.

However, there was no lateral propagation of this turbulence to the surrounding lamnar shear layer until the

Reynolds number exceeded the critical minimum for amplification of the Tolhmien-Schlichting waves.

The optical properties of the turbulent spots at supersonic speeds make them more readily observable than

at low speeds, especially on bodies of revolution. However, the variety of observed patterns of seeding and

growth reported in the literature is considerable. Many shadowgraphs showing bursts at Mach numbers from
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about 3.7 to 7 are presented by James in Ref. 51. In all cases, the turbulent spots appear to travel downsream at

a uniform speed, and to grow laterally at a constant rate. James also found that the shape of the turbulent spots

was very similar to those observed in subsonic flow. The angle defining the zone of influence appears to be

nearly independent of Mach number since it was found to be about the same in James' observations at Mach 3.7

as at subsonic speeds--about 10 degrees. However, there is some suggestion in James' data that this angle may

decrease at higher Mach numbers. There is also some evidence that the frequency of spot production increases

with increasing unit Reynolds number and increasing surface roughness. Spangenberg and Rowland (Ref. 52)

also found that the spot production rate increased with roughness and unit Reynolds number and that the growth

rate of the spots normal to the model surface was precipitous at the time of birth. The spots grew to about three

laminar layer thicknesses while they travelled a distance equal to their spacing. However, the

Spangenberg-Rowland view of turbulent burst breakdown far from the leading edge is somewhat contradictory

to the data of James (Ref. 51) and Jedlicka et al (Ref. 53) who report a substantial proportion of cases where

spots originate at or very close to the leading edge. Whereas, Evvard et al (Ref. 54) reported that only 3 per

cent of their Schlieren pictures on a 5 degree half angle cone at M = 3.12 showed any bursts separated from the

main body of turbulence. Jedlicka et al also reported that seemingly identical models often produced decidedly

different numbers of bursts from which they inferred that the bursts were produced by surface roughness

especially near the leading edge.

In spite of the extensive experimental and analytical work which has been conducted in supersonic and

hypersonic transitional boundary layers, there is still much speculation regarding the detailed structure of and

mechanisms influencing boundary-layer transition. Morkovin (Ref. 55) and Laufer (Ref. 56) have pointed out

that, at high freestream Mach numbers, the sound field which radiates from the turbulent boundary layers on the

wind tunnel walls is a major source of freestream disturbances and must be considered in all transition

experiments. Pate and Schueler (Ref. 57) have shown that the effects of aerodynamic noise on boundary-layer

transition may be related to a number of wind-tunnel parameters including Mach number and unit Reynolds

number. But noise cannot explain the unit Reynolds number effect observed in the ballistic range experiments of

Potter (Ref. 58) where, in the absence of significant freestream disturbances, the variation of transition Reynolds

number with unit Reynolds number was comparable to those observed in noise-contaminated wind tunnels. It is

apparent that more data are needed to determine the effect of freestream disturbances on boundary- layer

transition. A better understanding of the transition mechanism could be obtained if experiments were designed

to obtain a more complete picture of the structure and extent of the transition region, together with fluctuation

measurements in the freestream rather than the mere determination of a single transition "point" from mean

surface measurements, which has usually been the case. Indeed, many transition anomalies could well be

explained by consistent and detailed measurements.

For example, one of the activities of the NASA Transition Study Group (Ref. 17) was undertaken to

resolve previously reported differences between boundary-layer transition Reynolds number data measured at

similar test conditions in two different wind tunnels. These data (see Fig. 16) were obtained on two similar 5

deg. half-angle cones in the Amnes 3.5-Foot Hypersonic Wind Tunnel using thermocouples and in the Langley

18-in. Variable Density Wind Tunnel using thermal paint and thermocouples. To investigate these transition

Reynolds number differences, new boundary-layer transition measurements were obtained in both facilities on

two different 5 degree half-angle cone models. One was a thin-skin thermocouple model, instrumented with

iron-constantan thermocouples. The second model was instrumented with platinum thin-film gages which were

operated at constant temperature and installed flush with the model surface. The variation of the RMS thin-film

voltage fluctuations of a single gage over a range of unit Reynolds numbers is shown in Fig. 17. The curves

clearly show a rise from the laminar to the turbulent level, with an intermediate peak. These curves enable three
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distinct points in the transition region to be accurately and consistently determined: namely, the onset of

transition, defined as the point where the mis signal begins to increase from its lamina value (this onset of

intenmittency can be clearly seen on the oscillosscope traces); the peak mns signal, which coincides with the point

of maximum turbulent burst frequency (Ref. 59) and the end of transition. Examples of the characteristics of the

film voltage fluctuations through the transition region are shown on Fig. 17.

Variations in Stanton number through the transition region as measured in the Langley facility using the

thermocouple technique are shown in Fig. 18. In this case, four values of transition Reynolds number could be

determined: namely, the onset of transition, defined as the point where the Stanton numbers first consistently

exceed the laminar value; the "beginning," obtained by fairing straight lines through the laminar and transitional

data; the "end," obtained by fairing straight lines through the turbulent and transitional data; and finally the peak

Stanton number. However, at the lower unit Reynolds numbers, anomalous heat-transfer data were observed

only in the Langley facility and can be clearly seen in Fig. 18. That is, apart from the scatter in the laminar data,

an initial unexplained deviation from the laminar value occurs before what appears to be the "true" onset of

transition. This region of anomalous heating decreased with increasing Reynolds number.

The influence of unit Reynolds number on the magnitude of the transition Reynolds numbers and the

extent of the transition region as measured in both facilities with the thin-film gage model is shown in Fig. 19.

Contrary to the previous measurements, there is excellent agreement between the two sets of data obtained in the

two facilities. However, comparison of the thermocouple transition data obtained in the two wind tunnels still

shows some differences when the conventional beginning and end of transition points are used (Fig. 20). The

beginning data clearly show that the thermocouple technique does not provide consistent transition point data.

This is probably caused by the anomalous heating data discussed earlier since this causes the beginning of

transition to be determined at different values of turbulent intermittency depending on the unit Reynolds number

and test facility. Differences between transition detection methods have also been observed in Ref. 59 where it

was concluded that heated thin film gages operated at constant temperature provide a ready means of detecting

the onset and length of transition in subsonic and supersonic flows, thus enabling the effects of Mach number and

unit Reynolds number on transition "point" data to be more accurately determined. Much of the scatter in

transition data can be attributed to the inconsistent choice of transition "point" indicated by different techniques,

mostly locating positions near the end of transition, which have a strong Mach number and unit Reynolds number

dependence.

A more complete picture of transition dependence on the various parameters can only be obtained from

experiments in which the positions of the beginning and end of transition are accurately determined. It is of

interest to note that transition data reported for supersonic and hypersonic flows are not generally based on

observations of turbulent spots but rather sorme macroscopic quantity such as skin friction, heat transfer, or

surface pitot pressure, whose departure from laminar values can be detected only when the intermittency is

appreciably greater than zero. Intermittency measurements in the transition region, obtained by passing the ac

components of the hot film signals through a Schmidt trigger circuit, are shown in Fig. 21. There is a close

similarity between the intermittency variations in subsonic and hypersonic transitional boundary layers as shown

by the good agreement between the present data and the incompressible data of Dhawan and Narashima (Ref.

50). The extent of transitional flow at hypersnic speeds leads to problems in the prediction of turbulent skin

friction and heat transfer. The prediction of transition sensitive data such as turbulent skin friction at supersonic

speeds is not yet at an advanced state and there are large differences between available theories. Since skin

friction drag forms such a large part of the total drag of proposed hypersonic transports, and since most of the

methods used to estimate the heat transfer to hypersonic vehicles require a knowledge of the wall shear stress, it

is essential thit it is accurately determined at the design stage.
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Peterson, Ref. 60, has reviewed a number of experimental and theoretical results for compressible

turbulent boundary layer skin friction over a wide range of conditions up to M = I0. Of the seven theories

reviewed, the reference temperature method of Sommer and Short (Ref. 30). gave the best agreement with

experiment over the whole range. In this method, the fluid properties are evaluated at some intermediate

temperature in the boundary layer. This reference temperature T*, is a function of freestream Mach number

and of the wall to freestream temperature ratio. These properties are then used with incompressible turbulent

skin friction forlumae to obtain compressible skin friction. Since 1963, a new method for the prediction of

compressible turbulent skin friction has been developed by Spalding and Chi (Ref. 61). Also, additional

experimental data for supersonic skin friction at high Reynolds numbers (e.g., Refs. 62 and 63) have extended

the range over which experimental results are available. A comparison has been made between experimental

data and the predictions obtained from the Sommer and Short and Spalding and Chi methods in Ref. 64 in which

it is shown that neither method gives completely satisfactory results over the entire range of Reynolds numbers.

The Sommer and Short method provides the better predictions in supersonic flow, and the Spalding and Chi

method is more accurate in hypersonic flow. The authors concluded that the comparison between theory and the

latest experimental results for compressible turbulent skin friction had shown that more data are needed to

increase confidence in the prediction of skin friction at hypersonic speeds and high Reynolds numbers.

However, in all empirical analyses of turbulent skin friction, a basic parameter is the Reynolds number

based on the length of turbulent flow, where it is generally assumed that a fully developed turbulent boundary

layer originates at the leading edge. But in practice, extensive laminar flow always exists near the leading edge,

followed by a transition region and then by fully developed turbulent flow. Therefore, in analyses of

experimental results, the conditions and rate of growth of the turbulent boundary layer at a given position are

assumed to be equivalent to the conditions in a fully turbulent boundary layer originating at a point somewhere

behind the leading edge. This fictitious origin of the turbulent boundary layer is known as the virtual origin and

the Reynolds number based on the length from the virtual origin as the effective Reynolds number. Since at high

supersonic speeds the length of the transition region is often as long as the length of laminar flow preceeding it,

the choice of the virtual origin can account for large differences between theory and experiment, especially if the

properties of the turbulent boundary layer close to transition are required. Far downstream the choice of the

virtual origin is less critical.

The method most commonly used to determine the position of the virtual origin is by extrapolation of the

boundary layer momentum thickness to zero. The virtual origin is then taken as the point where the momentum

thickness would have been zero if the boundary layer had always been turbulent. Various methods of

determining this origin are outlined in Ref. 60, but their application requires previous selection of a

compressible boundary layer theory. Alternatively, the virtual origin can be assumed to be at approximately the

same location as the point of minimum shear, or minimum heat transfer, which is assumed to be at the end of

laminar flow. Although these methods do not have the theoretical basis of the methods of extrapolating

momentum thickness, they are more convenient experimentally. They do, however, rely on changes in average

velocity profile through the transition region which will be different from the true time mean.

At subsonic speeds, Dwahan and Narasimha (Ref. 50) showed that the intermittency factor can be used to

predict the velocity profile and skin friction variations within the transition region and that the origin of the

turbulent boundary layer is approximately coincident with the onset of intermittency. But, at supersonic speeds,

an analysis of a large body of heat transfer data by Bertram and Neal (Ref. 65) has shown that the choice of the

virtual origin at the point of peak shear or peak heating gave the most consistent results. However, this choice of

the virtual origin close to the end of transition is somewhat unrealistic. The problem of choosing a consistent

virtual origin is far from resolved as evidenced in the discussion on boundary layer transition at the AGARD
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meeting in May 1968 (Ref. 66). Thus, it is felt that the more accurate location of onset, peak fluctuation level,

and end of transition provided by heated thin film gages should help to resolve the difficulty of choosing

consistent transition and virtual origin positions.

There am numerous methods for predicting compressible skin friction, but many theories have been

shown to be at large variance with experimental data. Accordingly, only those theories which are generally

accepted will be considered. In incompressible turbulent flow, the use of the mixing length law of either Prandtl

(ky) or Von Karman ((du/dy)/(d2u/dy2)) leads to the same form for the skin friction coefficient. A large amount

of experimental data have been accumulated at subsonic speeds, and by adjusting an arbitrary constant to fit the

data, Von Karman obtained the following equation for incompressible turbulent skin friction, namely,
0 = log(cFRe) 4.1

which is known as the Karman-Schoenherr equation and is the most widely accepted formula for calculating

incompressible skin friction.

In compressible flow however, the two mixing lengths of Von Karman and Prandtl do not give the same

form for the skin friction coefficient. Results obtained by Van Driest (Ref. 67) with the Prandtl mixing length

are different to those obtained by Wilson (Ref. 26) with the Von Karman mixing length. By using Prandtl's

mixing length hypothesis in compressible flow, Van Driest obtained
0.242 o g= c {F,w Rew  IT ) 4.2

where is a function of the wall and freestream temperatures. But the use of the Von Karman mixing length

leads to the following form

0.242 * = iog(cwRe ) 4.3

FF,w 
W

which was given by Wilson for zero heat transfer, and by Van Driest (Ref. 68) for heat transfer. Among the

simplifications used by Wilson and Van Driest was the assumption that the mixing length hypothesis applied all

the way through the boundary layer to the wall. This assumption which neglects the "laminar sub-layer,"

resulted in a simplified expression for 0. However, Monaghan (Ref. 69) gave another form for 0 in which the

laminar sub-layer was included. Originally it was believed that taking the laminar sub-layer into account would

improve the two mixing length theories. But in Ref. 60 it was shown that there was only slight improvement in

the agreement between theory and experiment at zero heat transfer and reduced agreement under conditions of

heat transfer.

The remaining theories are more empirical in nature. Cope (Ref. 70) assumed that the equation for the

non-dimensional velocity profile was the same in compressible flow as in incompressible flow if the wall

conditions of density and viscosity were used. With this assumption, the compressible skin friction formula was

found to be
0.242 =4- = log (CF wRew(T/w)) 4.4

The intermediate temperature method of calculating skin friction was originally used by Rubesin and Johnson

(Ref. 71) for laminar flows, and was adapted to turbulent flows by Eckert, Sommer and Short and others. The

constants used by Sommer and Short (Ref. 30) have been used in this comparison as their predictions are

generally regarded as being in better agreement with the experiment. The results of Sommer and Short give
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= log(ReTc 4.5

where

I + 0.035M 2 + 0.45(Tw/T ) 4.6
w

Spalding and Chi (Ref. 61) postulated that a unique relation exists between cfFc and ReFR where Fc and FR

depend only on Mach number and wall to freestream temperature ratio. The experimental data were found to be

too scanty for both Fc and FR to be deduced empirically, so that Fc was calculated by means of the mixing length

theory and FR was found semi-empirically. Tables and charts for Fc and FR to be used in the calculation of skin

friction were presented.

Since the correct choice of the virtual origin is so important in evaluating empirical predictions which

cover a large range of conditions, a nunber of assumptions, ranging from the leading edge to the end of

transition, have been made in Fig. 22 where the experimental data at Mach 4.0 (Ref. 19) have been compared

with various predictions. For this comparison, the virtual origin has been chosen at (a) the physical leading
edge, (b) onset of transition, (c) peak fluctuation level, and (d) end of transition. The exact positions of (b), (c)

and (d) were determined by hot film measurements. The choice of the virtual origin at the leading edge of the

flat plate gives results which are much higher than predicted, but the data are improved somewhat when the
virtual origin is taken to be at the onset of transition although the experimental data are still too high. However,

good agreement is obtained when the Reynolds number is based on the distance from the peak fluctuation level.

When the Reynolds number is based on distance from the end of transition, the data fall below the predicted skin
friction. This would indicate that Reynolds numbers based on distance from pNak skin friction or heat transfer,

which are close to the end of transition, would also underestimate the skin friction. The data in Fig. 22 clearly
show the importance of choosing a consistent virtual origin location, especially at low Reynolds numbers. Since

the length of transition increases with Mach number, the choice of virtual origin becomes much more important

at hypersonic speeds. As mentioned earlier, this choice though still important, is less critical at high Reynolds

numbers.

The measured local skin friction data are compared in Fig. 23 with the theoretical predictions over a range

of Mach numbers, at a constant Reynolds number of 107. In calculating the ordinate cf/cf, the cfi value was in all

cases taken as the Kannan-Schoenherr value. The curves and data shown are all for adiabatic wall temperatures.

The choice of a Reynolds number of 107 was an arbitrary one and it should be noted that the relation between the

data and the theories may alter slightly with Reynolds number, but any Reynolds number effect on cvcf, for a

given Mach number is small, especially above 6 x 106 (see Ref. 65). Experimental data obtained by other

authors are also plotted in Fig. 23. A comparison between the two mixing length theories shows that the Von

Karman mixing length gives better agreement at zero heat transfer than the Prandtl mixing length. At the lower

Mach numbers, however, the Spalding and Chi and the intermediate temperature methods are in much better

agreement with the data. But at Mach numbers greater that 4.5, it can be seen that the data casts doubt as to

which theory will provide reasonable estimates of skin friction. This apparent scatter in the data could be

accounted for by inconsistent choice of the virtual origin which becomes more important with the increasing

length of transition at high Mach numbers. Additional experimental research on turbulent skin friction is,

therefore, required at hypersonic speeds. Methods of assessing beat transfer distributions are more complicated

since skin friction theories can be used to predict Stanton number only if a Reynolds analogy factor is known or

assumed.
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5. THE HOT WIRE IN COMPRESSIBLE FLOW

Hot wire fluctuation measurements require detailed knowledge of the steady-state heat loss laws. Wire

response to mean flow is well defined for the incompressible case. For isothermal, incompressible flow, a hot

wire responds only to velocity changes and the output can be correlated quite well over a wide range of Reynolds

numbers. Fig. 24 is a summary plot of heat transfer measurements for circular cylinders in subsonic, continuum

flow. However, at high speeds, wire response is more complex since wire recovery factor (Yl) is a function of

both Mach number and Knudsen number. Fig. 25 was prepared as a guide to the experimental variation of

Nusselt number as a function of Reynolds number and Mach number. The sensor output is reasonably well

behaved for supersonic Mach numbers as indicated by the lower curve of Fig. 25. However, the output is Mach

number dependent in the transonic range particularly at low Reynolds number. It will be seen that the slope of

the Nu vs. Re relationship is of particular concern in turbulence measurements, Fig. 26 shows the measured

exponents as a function of Reynolds and Mach numbers for several investigations. At high Mach numbers, the

exponent is seen to vary monotonically between the free molecular and continuum values. For an insulated wire,

the slope begins to deviate from the continuum value at wire Reynolds numbers below 200. In continuum flow,

wire recovery temperature is a function of Mach number since there is a changing relationship between frictional

and compression effects. But, as Mach number increases, these effects cancel so that the recovery temperature

ratio becomes approximately constant at supersonic Mach numbers (Fig. 27). In the transitional regime,

measurements indicate that at Knudsen numbers of about 0.1 the recovery temperature begins to rise above the
high Reynolds number value. Thus the recovery temperature can range from below to above total temperature.

Measurements have been made over the complete range range from continuum to free molecular Knudsen

numbers. These results are summarized in Fig. 28. The direct effect of wire Reynolds number on wire

recovery temperature in supersonic flow can be determined from Fig. 29.

The derivation of the general fluctuation sensitivities of a hot wire anemometer involves the perturbation

of the steady-state heat transfer law and expressing the result in measurable electrical and fluid flow properties.

Following Morkovin and Phinney (Ref. 72) the hot wire sensitivities may be derived and written as

AO 's gL [anNu)_(flnNu

\ In Rt In 5.1
1 (11 n + an M n

Aeu [.' [In Nu) .--- ) i l j  5.2

1 and

1 1 In n l n

where E' is the finite circit prameter, mt = d log id log Tw, n1 - d log k/d log T, 0 is the overhieat

parameter TwfITt and Xw is the tempernture loading ('Tw -Tr)/Tr The proportionality constants are related to

the particular electrical system and are different for constant current and constant temperature applications.

However, these hot wire sensitivities apply to all flows whether subsonic, supersonic, incompressible or

?Vr. fn-)W _,)



5-17

compressible whether continuum or free molecular.
Kovasznay (Ref. 73), suggested that the basic equation for a hot wire inclined to the flow may be written

as

0' P. u t V
Age + Ae. _ L Ae,- 5.5

where the sign conventions must be determined separately for constant current and constant temperature
operation (Ref. 8.) For supersonic Mach numbers ie. M sin € > 1.2 all derivatives with respect to Mach number

are negligible so that Aep = Aeu. So that, using equation 2.3, equation 5.5 may be rewritten as
0' -( pu v 6'

+ Ae' -e--± Ae0 W
"' ~ e " %u+" -F- ,, 5.6

To evaluate various fluctuating terms for the case of a normal hot wire, we can rewrite equation 5.6 as

e- AeT + Ae (pu)' 5.7
T, e1 . PU

Squaring both sides of equation 5.7 we obtain
,+2  .. > (u 2  5.8

, 2 I (,s/),s (P T) P'.(Pf).

Dividing through by (Ae1rt)2 the above expression becomes

(AeT)a 27)+2 'e .

If we now define

2.- Aee.
(- sZ and - =r

then our expression can be rewritten as

2= ( r 2  P u Ti
< -- r 2 5.10

Since the sensitivity ratio (r) varies with wire overheat, in principle, only three overheat settings are

required to solve equation 5.10. But, in practice, at least three times that number should be made in order to

provide consistency checks and reduce the scatter. The results can also be determined from the so-called

Kovasznay diagram (Ref. 73) or by regression. The Kovasznay diagram can be obtained by plotting u = e/AeTo

against the sensitivity ratio. Typical curves showing the dependence on the relative magnitude of the three

unknown quantities are presented in Fig. 30. If only mass flow fluctuations are present the diagram will be a

straight line from the origin with the slope proportional to the mass flow fluctuation level. If only total

temperature fluctuations are present, the diagram is a horizonal line at the total temperature fluctuation level. If

both fluctuations are present, the plot varies according to the correlation coefficient between the two fluctuations.

For perfectty correlated or anti-correlated fluctuations, the curve becomes a straight line, and when there is zero

correlation it is a hyperbola. In these cases, the two fluctuation levels can be determined as indicated in Fig. 30.

For a yawed wire we have

e' A CPu)' + 5.11P pu et t a,

so that, when we difference the mean square of two readings taken 180 deg. apart, we obtain

i mmmmmm
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which we may write as

s*= 4[v7r--t' +r*(pu)'v'] 5.13T A e*A eT,

where

r* = A 5.14A ¢eA eTt

If we plot s* against r* we obtain (pu)'v'and v' t' from the intercept and slope respectively. In order to

obtain the terms which appear directly in the turbulent momentum and energy equations, we must assume that we

have an isentropic flowfield. This permits us to determine the fluctuating flow variables outlined in (Ref. 8.)

Although many years of effort have been expended in hot wire anemometry research, it is still clearly an inexact

science. Numerous assumptions must be made to estimate the fluctuating flow variables from the measured hot

wire quantities.

One of the larg.t sources of uncertainty in proposed testing of hypersonic flight vehicles will be consistent

documentation of the extent of transitional flow on wind tunnel test models. However, past research has stressed

the dominant role that freestream fluctuations have on model boundary layer stability at supersonic speeds. Not

only do the external fluctuation amplitudes influence transition, their spectra are also significant. Unfortunately,

freestream turbulence intensity and scale vary with facility so that a reliable model transition data base may be

difficult to establish. This problem could be alleviated if assessments were made of flow quality in facilities

which are likely to be used in future hypersonic flight vehicle development. These documentations would allow

judgements to be made as to the meaningful operational range of adequate flow quality in each facility relative to

the proposed test program.

With these thoughts in mind, freestream hot wire measurements have been made in the AFWAL M=6

facility (Ref. 74) and have been compared with data obtained previously in the NASA Ames 3.5ft. Hypersonic

Wind Tunnel and the Langley VDT (Ref. 17). The present hot wire data, plotted in mode diagram form, are

shown in Fig. 31. Since these mode diagrams are linear, the two hot wire sensing variables namely the mass flux

and total temperature fluctuation levels can be determined from the slope and intercept respectively. The total

temperature measurements obtained from the intercept determinations have been confirmed by independent

- notit 'zurrant anemometer measurements. Disturbance levels obtained over the entire operating range are

shown in Fig. 32. It can be seen that the mass flow fluctuations increase with tunnel total pressure and range

from 0.6 to 1.6 per cent. On the other hand, the total temperature fluctuations range between 0.5 and 1.0 per

cent. Two sets of data obtained in the Ames 3.5 ft. facility are shown for comparison. The first set was taken in

the original test configuration, the latter after the tunnel was converted to a free jet test section. The lower levels

in the AFWAL M=6 facility could be due in part to the favorable influence of flow treatment screens installed in

the stagnation chamber.

But, if we assume that the disturbances sensed by the hot wire are predominantly sound waves radiated

from the turbulent nozzle wall boundary layers, the pressure fluctuation levels can be estimated from hot wire

data. Hot wire theory shows this assumption to be consistent with linear mode diagrams which are shown in Fig.

31. The results of these calculations are shown in Fig. 33 and comparison made with the Ames HWT and

Langley VDT facilities. These results clearly show the improved flow quality in the M=6 facility. But, sound is

not the only disturbance mode, temperature spottiness probably due to non-uniform heating of the supply gas is

not negligible (Fig. 31). Thus, the pressure level estimates from the hot wire data should be viewed as upper

bounds, the actual levels should be somewhat lower. Direct pressure measurements should confirm this.
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Turbulent integral length scales have also been determined from the hot wire time histories. The

characteristics of two hot wire signals are shown in Fig. 34. One for a pressure of 930 psia, the other for a

pressure of 1860 psia. These traces clearly show the increased high frequency (smaller length scale) contribution

at the high tunnel total pressure. Low frequency (large-scale) contributions are also apparent in both hot wire

traces. In general, most of the energy is concentrated at low frequencies. Auto-correlation measurements show

the turbulent integral length scales to be of the order of the jet exit diameter. Assessments must be made to

determine if wind tunnel turbulent length scales affect boundary layer stability.

The mass-flow and total-temperature measurements through a hypersonic boundary layer (Ref. 10) are

compared in Figs. 35(a) and (b) with previous adiabatic compressible measurements of Kistler (Ref. 75) and with

the only available non-adiabatic results, of Laderman & Demetriades (Ref. 34). Although Kistler found that the

intensities of both fluctuation modes increased with Mach number, the mass-flow fluctuations do appear to be
independent of Mach number above M - 5.0, while the total-temperature fluctuations appear to decrease with

increasing Mach number in the non-adiabatic hypersonic regime. This implies that the effect of heat transfer is

to reduce the total-temperature fluctuations. Assuming zero pressure fluctuations, the hot wire signals aie

interpreted in terms of velocity and density fluctuations in Figs. 36, 37 and 38. These results are compared with

previous compressible data (also decomposed assuming zero pressure fluctuations) and with the incompressible

zero-pressure-gradient results of Klebanoff (Ref. 76). The key to previous data is given in Fig. 35. The present

velocity fluctuations normalized by the wall friction velocity (calculated using a direct measurement of wall

shear) shown in Fig. 36, agree very well with the Mach number trend set by previous incompressible and

compressible results. However, if Morkovin's coordinate stretching density factor is applied (Fig. 37), neitL,

set of high Mach number data collapses onto the Klebanoff-Kistler curve. The data in Fig. 38 show another

instance where hypersonic measurements do not follow the trend set by lower Mach number results, since the

density fluctuations seem to be independent of Mach number above M - 5.0.

From the turbulence modeling viewpoint, information on the turbulence scales and lifeti,,es are also of

crucial importance. Since turbulent flows vary not only in time but also in space, their investigation must

involve an examination of both the spatial and temporal statistical structure. Space-time correlations can make a

contribution to this study since they give evidence of the heredity and structure of turbulence, as well as values of

the convection velocities of the vorticity and entropy modes compared with the average mass transport velocities.

Examples of both auto and space-time correlations in a compressible turbulent boundary layer (Ref. 35) are

given in Figs. 39 and 40. These data were obtained on a cone-ogive-cylinder model in the Ames 3.5-ft. wind

tunnel. Fig. 39 shows the autocorrelation of the fluctuating signals on the cylindrical portion of the model, at

two positions in the boundary layer and in the far field. It can be seen that there is a marked variation of energy

distribution with frequency across the boundary layer and that, as expected, the far field contains proportionately

much less energy in the high wave number range than the wall region. The results of a series of filtered (4 kHz)

cross-correlation measurements at several wire separations in the boundary layer are shown in Fig. 40. It can be

seen that each cross-correlation curve reaches a maximum at a non-zero value of the time delay, clearly

indicating the presence of convection. Due to decay, the amplitude of this maximum is a function of the wire

separation distance. A convection velocity of these disturbances may be determined from the time delay at which

the maximum of a particular cross-correlation occurs. The variation of the convection velocity profiles for the

total and filtered turbulent fields are compared with the mean velocity profile in Fig. 41. At a distance from the

wall y/8 - 0.15, the convection velocity corresponding to the various scales is equal to tht local fluid velocity,

i.e.U c - 0 78U., where Ue is the velocity at the edge of the boundary layer. At greater values of y/8 the

differences increase with the scale; in the outer portion of the boundary layer the large-scale disturbances are

convected more slowly than the mean velocity and in the inner region more rapidly than the mean velocity. In
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fact, the convection velocity of the large-scale disturbances varies little across the boundary layer.

The values of the cross-correlation coefficient were also determined for various separation distances

normal to the wall as a function of the time delay. These space-time correlations may be interpreted in terms of

a disturbance inclination angle to the wall. This time-averaged angle may be determined by dividing the normal

wire separation distance by the product of the observed time delay for the maximum correlation coefficient and

the disturbance convection velocity at the outer wire location. The results, presented in Fig. 42, show that the

time-averaged inclination angle is smallest in the wall region and increases with increasing distance from the

wall. Close to the wall, the measured disturbance convection velocities increased with increasing wire

separation. This implies an outward dispersion of the turbulent fluctuations from the low velocity region close

to the wall. It is suggested, therefore, that in hypersonic turbulent boundary layers the turbulent fluctuations

originate close to the wall and propagate outwards as they are convected downstream. The time-averaged

trajectory of such a disturbance is shown in Fig. 42. The propagation angle a of between 10 and 20 deg.

measured close to the wall is in surprisingly good agreement with the incompressible experiments of Kline et al.

(Ref. 77) in which ejected streaks were observed to leave the wall layer at an angle of about 10 to 12 deg.

Some insight into the three-dimensional structure of these turbulent disturbances may be obtained from the

variation in the optimum lateral correlation across the boundary layer. These results indicate that the

disturbances are very narrow close to the wall and that they grow laterally as they propagate away from the wall.

These data, together with those discussed previously, suggest that turbulence production in a hypersonic turbulent

boundary layer is created by highly three-dimensional disturbances originating close to the wall. The form of

such a disturbance, suggested by the hot wire correlation data, is shown in Fig. 43. At first sight, the steep

trajectories in the outer portion of the boundary layer suggest that the bursts may move across Mach lines.

However, it must be borne in mind that the relative velocity between the disturbance and the local mean velocity

is always subsonic so that the bursts are as free to propagate as they would be in an incompressible boundary

layer. The qualitative space-time correlation measurements have also been used to estimate the "lifetimes" of the

fluctuations as they are swept along by the mean flow. Although the idea of a "turbulent lifetime" should not be

taken too literally, the measured optimum space-time correlations were assumed to decay exponentially and the

appropriate time constants were then determined from these curves. Previously measured disturbance

convection velocities were used to calculate the "decay constants" for the filtered turbulent field. The results for

various turbulent length scales are shown in Fig. 44 where X/8 - 0.6 is representative of the total turbulent

field. It is evident that these decay constants are strong functions of both scale and local mean-flow gradients

(i.e. y/8). Since the duration of any phenomenon is approximately three times its time constant, it is also evident

that large eddies persist for extremely long distances (i.e. many boundary-layer thicknesses). The long

turbulence lifetimes which can be inferred from these space-time correlatiun measurements illustrate a major

oojection to turbulence models based on local flow conditions. It cannot be assumed that turbulence is uniquely

related to local conditions, and flow history must be considered, especially when attempting to calculate

non-equilibrium flows.

Flows of more practical interest often involve separation or time-dependent flow reversal. These features

cause additional problems due to directional ambiguity effects which if not realized will lead to wrong or

misleading results. For example, some of the flow features involved in a hypersonic shock-boundary layer

interaction can be determined from Ref 5. Indications of the unsteady character of turbulent boundary-layer

separation can be inferred from thin-film-gage fluctuating voltages, which are related to the flow character

above the film. In the example, two typical variations of the rms thin-film voltage fluctuations through a

shock-wave boundary-layer interaction region, are shown in Fig. 45. Also indicated are the measured pressure

distributions for the two cases. Data are shown for attached and separated flow. For both flows, detailed
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pitot-pressure surveys, floating element surface skin-friction, and surface oil-flow data were obtained. The

region of measured negative wall shear, as determined from a floating element skin-friction balance, is indicated
on Fig. 45. The thin-film results show a marked difference in the attached and separated flows.

Normalized power spectra of the fluctuations in the turbulent separated region and after reattachment are
shown in Fig. 46. It can be seen that the energy increase in the separated region is confined to a narrow band
around 14 kHz while the increased energy due to the pressure rise after reattachment is broad band. It is felt that

this peak is associated with turbulent separation unsteadiness. The scale of this unsteadiness, based on measured

convection velocities and frequency, is of the order of the length of the separated region. The decrease and
subsequent increase in rms voltage after the first peak for the separated flow (Fig. 45) can also be explained by
this unsteadiness. The minimum rms corresponds to the location where the flow remains separated most of the
time and is least affected by the increased voltage fluctuations due to unsteady flow reversal in the intermittent

separation onset and reattachment regions. These large scale, directional fluctuations can cause substantial and

unknown hot wire and surface film measurement errors. The problem is illustrated in Fig. 47 where Gaussian
probability density distributions of the instantaneous velocities corresponding to local turbulent intensities of

30% and 70% are presented. With directional ambiguity, negative velocities are assigned their equivalent
positive values, leading to errors in the calculated mean value and standard deviation. The resultant errors are

seen to rise sharply for local turbulence intensities above 40%. Large scale fluctuations can have a significant
influence on turbulence structure and modeling. For example the instantaneous axial velocity may be written as

u=u+u'+i 5.15

where _u is the conventional mean, u' is the randcn fluctuation and U is the unsteady contribution. Using a
similar expression for the vertical velocity and assuming that the random large and small fluctuations are

uncorrelated, the streamwise momentum equation may be written as

g "I- 1 a - 5.16

ax ay ax +  Y2  a u V' + 5.16

Thus, the large scale fluctuations introduce an additional stress term which will not be necessarily related to the

local mean gradient.

6. THE LASER VELOCIMETER

Although much more costly, laborious and tedious to operate, the laser velocimeter probably represents

the instrument of last resort for the measurement of flow in compression comers, shock boundary-layer
interactions and other large-scale unsteady turbulent flows. Once in operation, linear, non-intrusive
unambiguous turbulent velocity and shear stresses can be obtained once seeding problems have been overcome.

Flows of most practical interest and importance often involve high turbulence, flow separation and large-scale

unsteadiness. It is in these flow regimes where caution must be exercised before applying our research tools.
For example, even at low-speed, separated flows are extremely sensitive to local geometry and probe

interference and as seen, directional intermittency can render both hot wire and surface-film gage quantitative

measurements subject to large inaccuracies. Here the inherent linearity, non-perturbing, directionally sensitive
properties of the laser velocimeter come to bear. Recent developments in laser velocimetry facilitate the

non-intrusive, linear measurement of complex high speed turbulent flows and the direct measurement of some

shear stress terms. But, before laser velocimetry can be extended to hypersonic flow, some basic questions must
be addressed. The primary question is that of particle size requirement for reliable response combined with

adequate Mie scattering.
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The motion of a spherical particle in a fluid flow has been reviewed and summarized by Hinze (Ref. 78).

The results show that, given the particle diameter, specific gravity and the local flow conditions, the particle

response to sinusoidal velocity fluctuations of the surrounding fluid can be estimated from

(d2p/l8mfXdV/dt) = (Vf-Vp) = 0 6.1

The analysis, which assumes Stoke's drag with the Cunningham correction, gives the particle response to

turbulent fluctuations in the moving frame of reference of the particle. Equatioi, 6.1 may be transformed to

Vp(S)/V(S) = 1/(TpS + 1) 6.2

where S is the Laplace operator and Tp is the time constant defined as

Tp = d2pp/181Lf 6.3

By substituting itm for S in equation 6.2, the particle response in the frequency domain may be written as

Vp/Vf - 1/(Tp20)2 + 1)0.5 6.4

where to is the frequency of the fluid flow fluctuations in radians/sec. However, in the low density and static

temperature environments associated with hypersonics, corrections are required to the Stoke's drag coefficient

which extend its range of application to flows where the Knudsen number is significant. The form used in Ref.

79 results in a modified time constant which may be written as

Tp = (pp dp2/181)(1 + k L/dp) 6.5

where k is the Cunningham constant and L is the mean free path. Clearly, the effect of increasing Knudsen

number is to degrade particle response. However, when the Knudsen number is large, equation 6.5 shows that

relative seed particle response is proportional to the product of the diameter and specific gravity rather than the

square of the diameter. In hypersonic flow, low static density and gas viscosity associated with low static

temperature result in relatively large Knudsen numbers. Therefore, the use of large diameter, low specific

gravity particles becomes a possibility. As an example, Fig. 48 shows some calculated particle response curves

for the two operational extremes of the AFWAL 20 inch Hypersonic Wind Tunnel. The curves are for M=12

assuming particle densities of I gm/cc. Also shown is the response of a 0.1 gm/cc, 5 micron particle of the type

used previously in combustion studies (Ref. 80). It can be seen that, when the mean free path is large, Knudsen

number effects dominate the seed particle response to such an extent that the lighter 5 micron particle response

can exceed that of a 1 micron water droplet. Indeed, when the Knudsen number is large, the lighter seed

material can have essentially the same response as that of a 0.5 micron droplet. Since the intensity of the

scattered light, and hence signal to noise ratio, is proportional to the square of the particle diameter and, since

the number of photons emitted is proportional to the time of flight through the focal volume, the advantages of

using large, low density particles in some hypersonic flows is clearly evident. These initial calculations indicate

that final seed particle choice will be governed by the ratio of particle size to mean free path and may well be

different in other test facilities. Fig. 49 shows the significance of this effect. Clearly, the flow conditions in the

20 inch facility and other hypersonic test facilities will be in the Knudsen number range where careful choice of

seed material must be exercised. Mie scattering calculations (Fig. 50) which show the effects of particle size and

scattering angle on light collection indicate that the use of larger particles may be mandatory in most back-scatter

applications where the scattered light intensity can be reduced by several orders of magnitude.

Although, at first glance, particle response appears to be generally pocr in hypersonic flows, we must

remember that the seed material is convected in the Lagrangian frame so that frequency response requirements

are relaxed by a factor porportional to the difference between the turbulence convection and the local mean

velocities. To compare with hot wire turbulence spectra observations, we must convert the frequencies to their

equivalent counterparts in a fixed (Eulerian) frame of reference. To do this, we assume that the turbulent
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fluctuations relative to the moving particle approximate those observed in a frame of reference moving with the

local mean velocity. Thus the turbulent frequencies in the two cases are related by a velocity ratio U/U-U c

where Uc is the turbulence convection velocity. Previous hot wire work in the Ames 3.5 ft. Hypersonic Wind

Tunnel (refs. 10 and 35) has shown that the broad-band disturbance convection velocity is close to 0.8 of the

freestream value over most of the boundary layer. Thus, the particle response estimates could well be increased

by a factor of five. However, close to the wall, where the turbulence levels are highest, filtered space-time

cross-correlation measurements (Ref. 35) show that the high frequency, small scale turbulence is convected at

velocities within 5 per cent of the local mean. This indicates that the particle response calculations could

underestimate the actual response by a factor of twenty. Thus, practical particle response may well be adequate

for some, if not all, hypersonic flows. Particle trajectory calculations also suggest that adequate particle response

and recovery across shock waves may be possible in some flow situations. Fig. 48(b) shows the effect of a

normal shock on particle response in the AFWAL 20 inch facility. In these calculations, the particles are

assumed to be moving with the gas flow ahead of the shock in a nominal, 0.1 ft. thick boundary layer. It can be

seen that 3db (Aup/Auf = .707) response could be achieved in distances comparable to or smaller than those of the

model boundary layer thickness in many flow situations. This arises since the density and temperature increases

which occur across shock waves dramatically improve particle trackability (see Fig. 51). Clearly, extensive

particle research will be required to optimize the seed materials for hypersonic flows.

Laser velocimeter measurements have been made in two hypersonic test facilities (Refs. 74 and 82.)

Measurements reported in Ref. 74 were made in the AFWAL M=6 High Reynolds Number Wind Tunnel, which

is an open jet, blow down facility. It was designed to produce a maximum free stream unit Reynolds number of

3x 107 per foot and operates over a stagnation pressure range from 700 to 2100 psia at a fixed stagnation

temperature of 1100 R. The supply air is heated in a pebble bed storage heater which allows run times of up to

100 seconds at the maximum mass flow rate of 90 pounds per second. The measurements were obtained in this

facility on two model configurations namely, on a zero pressure gradient smooth flat plate and in a pressure

gradient flow imposed by the introduction of a 30 deg. ramp. The most recent laser velocimeter investigation

(Ref. 81) was conducted in the Ames 3.5-ft. Hypersonic Wind Tunnel. In this facility, high-pressure air, which

can be heated up to 3400°K in a pebble-bed heater, flows through an open jet test section to lower pressure

spheres. The useful test time was approximately two minutes. The test model used for this turbulent boundary

layer study was a 10° cone-ogive-cylinder 79 inches long and 8 inches in diameter. The cone-ogive section,

which was 27 inches long, was designed to produce a zero pressure gradient flow over the cylindrical portion.

Measurements were also made across oblique shock waves generated by the introduction of 20 and 30 deg. flares

installed 55 inches from the nose.

The laser velocimeter systems, which were used for the flowfield measurements, utilized the 4880 and

5145 Angstrom lines of an argon-ion laser. The laser and most of the optical components were fixed on a table

outside the tunnel where color separation, Bragg-cell frequency shifting and the establishment of the four-beam

matrix were accomplished. Only the transmitting and collecting optics moved. In the AFWAL tests all

components were located outside the tunnel. But as shoin in Fig. 52 the Ames 3.5 ft. wind tunnel test

configuration was more complex. To help alleviate potential optical and electronic problems due to the harsh

test section environment, only the transmitting and receiving optics and the fiber optic probe were mounted

inside the pressure vessel. The traversing system on the laser side of the test section supported the transmitting

mirrors and lens. The traverse system on the opposite side of the test section from the laser held the collecting

lens and fiber optic probe for forward scatter light collection. The collection optics were used to focus the

scattered light onto the face of the fiber optic probe which was used to transmit the signal to photo multiplier
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tubes located outside the tunnel.

Mean boundary layer flow results obtained in the Ames facility (Fig. 53) are shown along with the mean

profile measurements which were obtained from previous conventional probe measurements (Ref. 35.) The

good agreement between the two measuremcnt methods confirms the seed particle response for mean velocity

measurements in the zero pressure gradient boundary layer. As we have seen, important methods used to predict

compressible turbulent boundary layer flowfields are compressible-incompressible transformation techniques.

Their appeal is the desire to employ their simplicity and accuracy for simple zero pressure gradient flows. Fig.

54 shows the results of the law-of-the-wall transformation when the data are compared with the incompressible

correlation of Coles. This transformation, made using a wall friction velocity, based on the previously

measured local skin friction, confirms the validity of the laser velocimeter mean velocity measurements. In the

law-of-the-wall region, the data have the correct incompressible slope and show a wake-like region near the

outer edge of the boundary layer similar to the incompressible observations.

The results of a more stringent test of the particle response and the laser velocimeter measurements are

shown in Fig. 55 where the zero pressure gradient axial and vertical turbulence measurements are presented.

These data show similarities in levels and trends to previous incompressible test results. The streamwise

turbulence component has a pronounced maximum close to the wall whereas the vertical component, which is
approximately half the axial value, is relatively flat in the wall region. These similarities are not altogether

surprising since previous hot wire turbulence convection velocity measurements showed that the relative velocity

between the disturbances and the local mean flow was always subsonic which allows the turbulent bursts to

propagate as they would in an incompressible flow. The axial component measurements are also compared with

Klebanoffs incompressible results and previous hot wire hypersonic measurements in Fig. 55. Ther is

reasonably good agreement between the hypersonic laser velocimeter and incompressible hot wire data when

normalized by the wall friction velocity. This is in contrast to previous hot wire compressible flow results,

reviewed in Ref. 10, which show a monotonic decrease with increasing Mach number. However, all these past

hot wire results have been evaluated assuming zero pressure fluctuations which we would expect to become more

important with increasing Mach number. It can be seen from equation 2.8 and by comparison with the data from

Ref. 10, that this assumption can have a significant influence on the calculated hot wire velocity fluctuations at

high Mach numbers. The turbulent velocity cross correlations are presented in Fig. 56, which shows the

variation of the turbulent velocity correlation coefficient across the boundary layer. The maximum value of

aproximately -0.4 is in close agreement with incompressible shear layer observations.

Adverse pressure gradient effects on the mean and turbulent flowfields can be seen from measurements
obtained at the same streamwise station on the flat plate model with and without the ramp (Figs. 57 and 58).

These measurements obtained at a station 0.3 boundary layer thicknesses ahead of the ramp clearly show

retardation of the flow due to the imposed adverse pressure gradient and a significant increase in turbulence level

over a wide region. Local flow angularity profiles across the boundary layer have been calculated from the two
component laser measurements. These results, show that particle response is sufficient to produce local flow

angles close to the flare deflection angle in the shear layer just upstream of the interaction. A comparison (Fig.

58) of the zero pressure gradient and ramp induced turbulence level profiles shows that the streamwise turbulent

kinetic energy for the ramp flow is more than three times that for the flat-plate boundary layer. Turbulent

mixing length scales, calculated using local rms levels and mean flow gradients, are an order of magnitude

larger, an indication of the large scale, unsteady character of the flowfield ahead of the interaction. Turbulence

levels based on local mean flow values exceed 30 per cent in the wall region so that significant hot-wire

measurement errors and flow interference would arise. At this high intensity, large-scale turbulence results in

directional intermitency of up to 15 per cent ahead of the time-averaged recirculation zone. Clearly, hot-wire
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measurement errors associated with directional intermittency would be considerable.
The most stringent test of particle response was made by perturbing the flow and measuring the particle

velocity variation across an oblique shock wave and shear layer generated by the introduction of 20 and 30 deg.
flares. Unfortunately, these attempts to determine particle response were complicated by the proximity of the
shock to the shear layer on the flare and by shock boundary/layer interaction instabilities. The results of a scan
taken 2 inches above the model surface are presented in Fig. 59 which shows the measured mean streamwise
velocity and flow angularity distributions through the shock and shear layer region compared with conical flow
theory and shadowgraph measurements of the shock location. The location of the measured mean velocity
gradient is in good agreement with the shadowgraph shock location and the velocity change across the shock is
comparable to conical flow predictions until the shear layer is encountered. The flow angularity measurements
are consistent with conical flow predictions and the experimental flare angle. These comparisons indicate
adequate particle response since some of the velocity and flow angularity gradient discrepancies across the shock
are probably caused by small scale, time dependent oscillations of the shock wave about its mean location.
Indeed, attempts to measure particle response across the 30 deg. shock wave were unsuccessful as the increased
tunnel blockage led to excessive flowfield instabilities and extensive shock motions.

Although these preliminary test results confirm the feasibility of obtaining flowfield data, efficient laser
velocimeter measurements of more complex flows will require prior flowfield visualization to determine the
regions of primary interest. With this in mind, minor modifications were made to the sending optics which
enabled laser light to pass through a plane-cylindrical lens system. The lens assembly was designed so that a
sheet of laser light was generated and optimized to provide vapor-screen flow visualization by illuminating
liquefied vapor in the cross flow plane. The model selected was the Ames All-Body Hypersonic Aircraft which
was tested at 15 deg. angle of attack. Fig. 60 shows the laser light sheet visualization of the cross flow plane 24

inches from the nose where the shock layer location and symmetric lee-side vortex structures are clearly visible.
Streamwise scans of such flowfields will enable shock envelope and vortex trajectories to be determined and the
characteristics of their interactions with control surfaces to be documented. Grid shot overlays will then enable
an a priori determination of the extent and location of laser velocimeter flowfield documentation.

Unfortunately, measurement requirements for hypersonic flows are further compounded by the presence
of fluctuations in the static themodynamic quantities. Density and temperature fluctuations, which are generally
small enough to be neglected in most low speed flows, increase to levels where they can become the most
significant varying properties. At high Mach numbers, other turbulent stress and heat fluctuation terms may
well be important and may not be adequately rer resented by the incompressible terms alone. Integration of

mean flow data obtained in hypersonic shear flows (Ref. 44) shows that the turbulent compressible shear stress
and heat fluctuation distributions are given by

(pv)'u'=pu'v+vp'u'+p'u'v' and (pv)T =pvT+vpr+p'uT 6.6

Generally, the last two terms on the right-hand side of each equation are considered to be negligible. However,
since density and temperature fluctuation levels scale with the square of the local Mach number and significant
flowfield angularity can be induced in shock-boundary layer interactions, the latter two sets of terms could
become important in high speed interacting compressible flows. The measurement of these additional terms will
require new experimental approaches.

Means for local temperature and density fluctuation measurement have been sought for many years with
only limited success. Electron beam fluorescence approaches have been reviewed by Muntz (Ref. 82). This
technique is based upon excitation of fluorescence from electron impact with gas molecules in the flow and
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analysis of the resulting fluorescence for its temperature and density dependent features. In general, for constant
ekctron beam operating conditions, the emitted light intensity is related to the local gas density and temperature
by the relationship

I = klP/(l+k 2pQ(T)TD) 6.7

Most uses of the electron beam fluorescence techniques have been restricted to conditions in which the second
term in the denominator is negligible. In these cases the observed intensity is inearly related to the gas density.
But, it is unlikely that the quenching term will be negligible at the number densities associated with hypersonic

turbulent flows. Indeed, at high number densities, the intensity is solely a function of temperature. This
sensitivity to more than a single gas property is analogous to the problems associated with the hot wire in

compressible flow. But, if two line intensities with different values of k2 and Q(T) are measured simultaneously,

density and temperature can be determined. In Ref. 83, this approach was used to obtain density and temperature
fluctuations across an adiabatic wall boundary in a hypersonic helium tunnel. More recently, the electron beam
fluorescence technique has been extended to flows with number densities of up to 3.7 x 1018 molecules/cc which
is equivalent to an altitude of 150,000 ft. (Ref. 84.)

Rayleigh and Raman scattering have also been considered for flowfield measurements. Rayleigh scattering

is the strongest of the molecular scattering processes. But, this process occurs without energy exchange with the
internal states of the molecule and so the scattered light has almost the same wavelength as the incident beam.
Thus, it is difficult to separate the Rayleigh scattered light from background light caused by particle or surface
scattering. On the other hand, the Raman effect is an inelastic light scattering process where the frequency of the
scattered light is shifted from that of the incident light by an amount which depends on the structure of the
scattering gas molecules. The intensity and intensity variations in the scattered light spectrum can be directly

related to the gas molecular density and temperature. In Ref. 85, the static temperature was determined by
taking the ratio of the intensities of two pure rotational Raman lines of nitrogen. The relationship for the
temperature T is given by

T = H/1n(R/G) 6.8
H and G are constants which are determined by the specified transitions used and R is the intensity ratio. The
density measurements were obtained in two ways. By monitoring the intensity of the vibrational Q-branch of
nitrogen and by using the intensity of the anti-Stokes transition. The density measurement based on vibrational

Raman scattering is almost completely independent of temperature, and the temperature measurement technique

involving the ratio of rotational to vibrational Raman scattering is entirely independent of density. Laser
induced fluorescence methods have also been developed by introducing trace elements. A method developed to

measure temperature and density fluctuations in turbulent, unheated compressible flows is described in Ref. 86.
The technique which relies on nitric oxide fluorescence is restricted to nitrogen flows to avoid excessive

collisional quenching by atmospheric oxygen.

7. CONCLUDING REMARKS

Diagnostic tools are available to attempt the measurement of transitional and turbulent hypersonic flows,
an area where comprehensive studies are lacking. However, measurement techniques must be used with
understanding and care in appropriate test situations. Comparisons of new laser velocimeter turbulence

measurements with previous hot wire results indicates that past data reduction assumptions can result in
significant measurement errors in hypersonic flows. Extensive work is needed to establish a reliable data base
for turbulence modeling and to define the reliable ranges of hot wire and laser anemometer application. At

£
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present our transition data base is inadequate for design purposes although some of the scatter could be resolved

by using detection schemes which accurately and consistently resolve the extent of transitional flow on test

models. Turbulent shear stress and heat transfer cannot be accurately predicted especially close to transition.

Since proposed hypersonic test vehicles are expected to have extensive regions of transitional flow, further
studies of transitional and turbulent boundary layers are required. Unfortunately, complete hypersonic ground
based simulation and measurement will not be possible. Accordingly, selective experiments must be defined

which most closely simulate specific flow features. These experiments should then be conducted in facilities
which are suited for advanced flowfield diagnostics.

REFERENCES

1. Johnston, J. J., Whitehad, A. H. Jr. and Chapman, G. T., Fitting Aerodynamics and Propulsion into the
Puzzle, Aerospace America, pp. 32-42, Sept. 1987.

2. Wittliff, C. E., A Survey of Existing Hypersonic Ground Test Facilities-North America, Paper No. 5,
AGARD-CP-428, 1987.

3. Owen, F. K., Application of Laser Velocimetry to Unsteady Flows in Large Scale, High Speed Wind
Tunnels, ICIASF '83 Record, IEEE Publication 83CH1954-7, 1983.

4. Femholtz, H. H. and Finley, P. J., A Critical Commentary on Mean Flow Data for Two-Dimensional
Compressible Turbulent Boundary Layers, AGARD-AG-253, 1980.

5. Horstman, C. C. and Owen, F. K., New Diagnostic Technique for the Study of Turbulent Boundary
Layer Separation. AIAA J., Vol. 12, No. 10, 1974.

6. Morkovin, M. V., Fluctuations and Hot Wire Anemometry in Compressible Flows, AGARDograph 24,
1956.

7. Fernholtz, H. H. and Finley, P. J., A Further Compilation of Compressible Boundary Layer Data with a
Survey of Turbulence Data, AGARD-AG-263, 1981.

8. Owen, F. K. and Fiore, A. W., Turbulent Boundary Layer Measurement Techniques,
AFWAL-TR-86-3031, 1986.

9. Owen, F. K. and Johnson, D. A., Separated Skin Friction - Source of Error, an Assessment and
Elimination, AIAA-80-1409, 1980.

10. Owen, F. K., Horstman, C. C. and Kussoy, M. I., Mean and Fluctuating Flow Measurements of a Fully
Developed, Non-adiabatic Hypersonic Boundary Layer, J. Fluid Mech., Vol. 70, part 4, p. 393, 1975.

11. Kemp, J. H., and Owen, F. K., Nozzle Wall Boundary Layers at Mach Numbers 20-47, AIAA J., Vol.
10, No. 7, July, 1972.

12. Kussoy, M. I. and Horstinan, C. C., An Experimental Documentation of a Hypersonic Shock-Wave
Turbulent Boundary Layer Interaction Flow--With and Without Separation, NASA TMX 62412, 1975.

13. Behrens, W., Viscous Interaction Effects on a Static Pressure Probe at M = 6, AIAA J., Vol. 1, No. 12,
Dec. 1963.

14. Vas, 1. E., Flow Field Measurements Using a Total Temperature Probe at Hypersonic Speeds, AIAA J.,

Vol. 10, No. 3, pp. 317-323, March, 1972.

15. East, R. A. and Perry, J. J., A Short Response Stagnation Temperature Probe, ARC-CP-909, 1967.

16. Winkler, E. M., Design and Calibration of Stagnation Temperature Probes for Use at High Supersonic
Speeds and Elevated Temperatures, J. Appl. Phys., Vol. 25, No. 2, pp. 231-232, Feb. 1954.



5-28

17. Oven F. K., Horstman, C. C., Stainback, P. C. and Wagner, R. D., Comparison of Transition and
Freestream Disturbance Measurements Obtained in Two Wind Tunnel Facilities, AIAA Paper No.
74-131, 1974.

18. Schultz, D. L. and Jones, T. V., Heat Transfer in Short Duration Hypersonic Facilities, AGARDograph
165, 1973.

19. Owen, F. K., Application of Thin Film Heated Elements to Problems in High Speed Air Flow, D. Phil.
Thesis, Oxford University, 1969.

20. Preston, J. H., Determination of Skin Friction by Means of Pitot Tubes, J. R. Aero. Soc., Vol. 58, p. 109,
1954.

21. Cope, W. F., The Measurement of Skin Friction in a Turbulent Boundary Layer at a Mach Number of
2.5, including the Effect of a Shock Wave, Proc. Roy. Soc. A. 215, 1952.

22. Hakkinen, R. J., Measurement of Skin Friction in Turbulent Boundary Layers at Transonic Speeds,
Ph.D. Thesis, Calif. Inst. Tech., 1954.

23. Trilling, L. and Hakkinen, R. J., The Calibration of the Stanton Tube as a Skin Friction Meter, 50 Jahre
Grenzchichtforschung, Fried. Vieweg an Sohn, p. 201, 1955.

24. Abarbanel, S. S., Hakkinen, R. J. and Trilling, L., Use ofa Stanton Tube for Skin Friction
Measurements, NASA Memo 2-17-59W, 1959.

25. Fenter, F. W. and Stalmach, C. J., The Measurement of Local Turbulent Skin Friction at Supersonic
Speeds by Means of Surface Impact Pressure Probes, DRL.392, CM.878, Univ. of Texas, 1957.

26. Wilson, R. E., Turbulent Boundary Layer Characteristics at Supersonic Speeds--Theory and Experiment,
J. Aero. Sci. Vol. 17, No. 9, p. 585, 1950.

27. Smith, K. G., Gaudet, L. and Winter, K. G., The Use of Surface Pitot Tubes as Skin F-irtion Meirs at

Supersonic Speeeds, ARC R & M 3351, 1964.

28. Sigala, A., Calibration of Preston Tubes in Supersonic Flow, AMAA J. Vol. 3, No. 8, 1965.

29. Hopkins, E. J. and Keener, E. R., Study of Surface Pitots for Measuring Turbulent Skin Friction at
Supersonic Mach Numbers--Adiabatic Wall, NASA TN D-3478, 1966.

30. Sommer, S. C. and Short, B. J., Free Flight Measurements of Turbulent Boundary Layer Skin Friction in
the Presence of Severe aerodynamic Heating at Mach Numbers from 2.8 to 7.0, NACA TN 3391, 1955.

31. Liepmann, H. W. and Skinner, G. T., Shearing Stress Measurements by use of a Heated Element,
NACA TN 3268, 1954.

32. Bellhouse, B. J. and Schultz, D. L., The Measurement of Skin Friction in Supersonic Flow by means of
Heated Thin Film Gages, ARC R & M 3490, 1968.

33. Owen, F. K., Skin Friction Measurement at Supersonic Speeds, AIAA J., Vol. 8, No. 7, July, 1970.

34. Laderman, A. J. and Demetriades, A., Mean and Fluctuating Flow Measurements in the Hypersonic
Boundary Layer Over a Cooled Wall, J. Fluid Mech., Vol. 63, p. 121, 1974.

35. Owen, F. K. and Horstman, C. C., On the Structure of Hypersonic Turbulent Boundary Layers, J. Fluid
Mech., Vol. 53, part 4, p.611, 1972.

36. Van Driest, E. R., Turbulent Boundary Layer in Compressible Fluids, J. Aero. Sci., Vol. 18, No. 3,
March, 1951.

37. Coles, D., The Problem of the Turbulent Boundary Layer, Rep. No. 20-69, Jet Propulsion Laboratory,
1953.

38. Meier, H. U. and Rotta, J. C., Temperature Distributions in Supersonic Boundary Layers, AIAA J.,
Vol. 9, No. 11, pp. 2149-2156, 1971.



5-29

39. Simpson, R. L. Whitten, D. G. and Moffat, R. J. An Experimental Study of the Turbulent Prandtl
Number of Air with Injection and Suction, International Journal of Heat and Mass Transfer, Vol. 13, pp.
125- 142, Feb. 1970.

40. Simpson, R. L., Characteristics of Turbulent Boundary Layers at Low Reynolds Numbers with and
without Transpiration, J. Fluid Mech., Vol. 42, pp. 769-802, July 1970.

41. Bushnell, D. M. and Morris, D. J., Eddy Viscosity Distributions in a Mach 20 Turbulent Boundary
Layer, AIAA J., Vol. 9, No. 4, pp. 764-766, April 1971.

42. Bushnell, D. M. and Morris, D. J., Shear-Stress, Eddy-Viscosity and Mixing Length Distributions in
Hypersonic Turbulent Boundary Layers, TM X-2310, NASA, 1971.

43. Maise, G. and McDonald, H,, Mixing Length and Kinematic Eddy Viscosity in a Compressible Boundary
Layer, AlAA J., Vol. 6, No. 1, pp. 73-80, Jan. 1968.

44. Horstman, C. C. and Owen, F. K., Turbulent Properties of a Compressible Boundary Layer, AIAA J.,
Vol. 10, No. 11, pp. 1418-1424, Nov. 1972.

45. Hopkins, E. J. , Kenner, E. R. , Polek, T. E. and Dwyer, H. A., Hypersonic Turbulent Skin-Friction and
Boundary-Layer Profiles on Nonadiabatic Flat Plates, AIAA J., Vol. 10, No. 1, pp. 40-48, Jan. 1972.

46. Cebeci, T., Calc lation of Compressible Turbulent Boundary Layers with Heat and Mass Transfer, AIAA
J., Vol. 9, No. 6, pp. 1091-1097, 1971.

47. Emmons, H. W., The Laminar-Turbulent Transition in a Boundary Layer, J. Aero Sci. Vol. 18, No. 7,
p. 490, 1951.

48. Schubauer, G. B. and Klebanoff, P.S., C atributions on the Mechanics of Boundary Layer Transition,
NACA TN 3489, 1955.

49. Elder, J., An Experimental Investigation of Turbulent Spots and Breakdown to Turbulence, J. Fluid

Mech. Vol. 9, p. 235, 1960.

50. Dhawan, S. and Narasimha, R., Some Properties of Boundary Layer Flow during Transition from
Laminar to Turbulent Motion, J. Fluid Mech. Vol. 3, p. 418, 1958.

51. James, C. S., Observations of Turbulent-Burst Geometry and Growth in Supersonic Flow, NACA TN
4235, 1958.

52. Spangenberg, W. G. and Rowland, W. R., Optical Study of Boundary Layer Transition Processes in a
Supersonic Air Stream, Phys. Fluids, Vol. 3, No. 5, 1960.

53. Jedlika, J. R., Wilkins, M. E. and Seiff, A., Experimental Determination of Boundary Layer Transition
on a Body of Revolution atM = 3.5, NACA TN 3342, 1954.

54. Evvard, J. C., Tucker, M. and Burgess, W. C. Jr., Transition Point Fluctuations in Supersonic Flow, J.
Aero. Sci., Vol. 21, 1954.

55. Morkovin, M., On Supersonic Windtunnels with Low Freestream Disturbances, Journal of Applied
Mechanics, Vol. 26, pp. 319-324, 1959.

56. Laufer, J., Aerodynamic Noise in Supersonic Wind Tunnels, Journal of Aerospace Sciences, Vol. 28, pp.
685-692, Sept. 1961.

57. Pate, S. and Scheuler, C., Effects of Radiated Aerodynamic Noise on Model Boundary Layer Transition
in Supersonic and Hypersonic Wind Tunnels, AIAA J., Vol. 7, No. 3, pp. 450-457, March, 1969.

58. Potter, J. L., Observations on the Influence of Ambient Pressure on Boundary Layer Transition, AIAA
J., Vol. 6, No. 10, p. 1907, Oct. 1968.

59. Owen, F. K., Transition Experiments on a Flat Plate at Subsonic and Supersonic Speeds, AIAA J., Vol.
8, No. 3, pp. 518-523, March, 1970.



5-30

60. Peterson, J. B., A Comparison of the Experimental and Theoretical Results for the Compressible
Turbulent Boundary Layer Skin Friction with Zero Pressure Gradient, NASA TN D-1795, 1963.

61. Spalding, D. B. and Chi, S. W., The Drag of a Compressible Turbulent Boundary Layer on a Smooth
Flat Plate With and Without Heat Transfer, J. Fluid Mech. Vol. 18, pt. 1, p. 117, 1964.

62. Monta, W. J. and Allen, J. M., Local Turbulent Skin Friction Measurements on a Flat Plate at Mach
Numbers from 2.5 to 4.5 and Reynolds Numbers up to 69 x 106, NASA TN D-2896, 1965.

63. Moore, D. R. and Harkness, J., Experimental Investigations of the Compressible Turbulent Boundary
Layer at very high Reynolds Numbers, AIAA J., Vol. 3, No. 4, p. 631, 1965.

64. Peterson, J. B. and Monta, W. J., Considerations Regarding the Evaluation and Reduction of Supersonic
Skin Friction, NASA TN D-3588, 1966.

65. Bertram, M. H. and Neal, L., Recent Experiments in Hypersonic Turbulent Boundary Layers,
AGARDograph 97,1965.

66. Supplement to Conference Proceedings No. 30 AGARD Meeting on Hypersonic Boundary Layers and
Flow Fields, 1968.

67. Van Driest, E. R., Turbulent Boundary Layer in Compressible Fluids, J. Aero. Sci., Vol. 18, No. 3, p.
145, 1951.

68. Van Driest, E. R., The Turbulent Boundary Layer with Variable Prandtl Number, Rep. No. AL-1914
North American Aviation, Inc., 1954.

69. Monaghan, R. J., A Review and Assessment of Various Formulae for Turbulent Skin Friction in
Compressible Flow, RAE TN 2182, 1952.

70. Cope, W. F., The Turbulent Boundary Layer in Compressible Flow, ARC R & M 2840, 1943.

71. Johnson, H. A. and Rubesin, M. W., A Critical Review of Skin Friction and Heat Transfer Solutions of
the Laminar Boundary Layer on a Flat Plate, Trans. ASME, Vol. 71, No. 4, 1949.

72. Morkovin, M. V. and Phinney, R. E., Extended Applications of Hot-Wire Anemometry to High-Speed
Turbulent Boundary Layers, AFOSR TN-58--469, Johns Hopkins University, Department of
Aeronautics, 1958.

73. Kovasznay, L. S. G., Turbulence in Supersonic Flow, Journal of the Aeronautical Sciences, Vol. 20, No.
10, p. 657, 1953.

74. Owen, F. K. and Calarese, W., Turbulence Measurement in Hypersonic Flow, Paper No. 5,
AGARD-CP-428, 1987.

75. Kistler, A. L., Fluctuation Measurements in a Supersonic Turbulent Boundary Layer, Phys. Fluids, Vol.
2, 1959.

76. Klebanoff, P. S., Characteristics of Turbulence in a Boundary Layer with Zero Pressure Gradient,
NACA TN 3178, 1954.

77. Kline, S. J., Reynolds, W. C., Schraub, F. A. and Runstadler, P. W., The Structure of Turbulent
Boundary Layers, J. Fluid Mech., Vol. 50, part 4, pp. 741-773, 1967.

78. Hinze, J. D., Turbulence, An Introduction to its Mechanism and Theory, McGraw Hill, 1959.

79. Yanta, W. J. and Gates, D. F., The Use of a Laser Doppler Velocimeter in Supersonic Flows, AIAA
Paper 71-287, 1971.

80. Owen, F. K., Laser Velocimeter Measurements of a Confined Turbulent Diffision Flame Burner,
Progress in Astronautics and Aeronautics, Vol. 53, 1976.

81. Owen, F. K., An Assessement of Laser Velocimeter Potential in Hypersonic Flows, 4th National
Aem-Space Plane Technology Symposium, 1988.



5-31

82. Muntz, E. P., The Electron Beam Fluorescence Technique, AGARDograph No. 132, 1968.

83. Smith, J. A. and Driscoll, J. F., The Electron Beam Fluorescence Technique for Measurements in
Hypersonic Turbulent Flows, J. Fluid Mech., Vol. 72, part 4, pp. 695-719, 1975.

84. Lin, Z. B. and Harvey, J. K., The Investigation of the Structure of Hypersonic Turbulent Boundary
Layers on a 5 ° Sharp Cone Using the Electron Beam Fluorescence Technique, IC Aero Report 82-02,
Jan. 1986.

85. Hillard, M. E. Jr., Morrisette. E. L. and Emory, M. L., Raman Scattering Applied to Hypersonic Air
Flow, AIAA J., Vol. 12, No. 8, pp. 1160-1162, Aug. 1974.

86. Gross, K. P., McKenzie, R. L. and Logan, P., Measurements of Temperature, Density, Pressure, and
their Fluctuations in Supersonic Turbulence using Laser-Induced Fluorescence, Experiments in Fluids,
Vol. 5, pp. 372-380, 1987.

Table 1 (Ref. 2)

SUMMARY OF HYPERSONIC WIND TUNNELS - NORTH AMERICA

1963 1971 1985 1987

Continuous 14 7 3 2

Intermittent (Air/N 2 ) 31 32 10 15

Intermittent (He) 6 4 3 3

Hotshot 14 6 0 0

Shock Tunnel 16 14 2 2

Other 1 12 1 2

Total 82 75 19 24
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SPECIES COMPOSITION MEASUREMENTS IN
NONEQUILIBRIUM HIGH-SPEED FLOWS

by
Donald W. Boyer

Calspan Corporation
P.O.B. 400

Buffalo, N Y 14225
USA

I. INTRODUCTION

The early development of the wind tunnel for aerodynamic research basically assumed an essential reciprocity
between flight through the ambient atmosphere, and phenomena generated about a stationary test vehicle in a moving
airstream. At modest velocity requirements, such test facilities could be continuous in their operation.

As research interests encompassed higher velocity regimes, requirements on the total enthalpy level of the
fluid test medium also increased, rendering the continuous-flow facility less viable as its steady-state operational
limits were approached.

Short-duration test facilities such as the hypersonic shock tunnel, however, have afforded a means for extending
research study capabilities into the hypervelocity flight regime. The development of ground test facilities to simulate
the flow about hypersonic vehicles is nevertheless very challenging because of the high total enthalpies required.
The stagnation enthalpies encountered in flight at hypersonic speeds result in flowlield temperatures high enough to
dissociate and even ionize the chemical species in air. The reservoir state in a short-duration test facility, which
then undergoes expansion to high velocity is, of course, at comparable enthalpies to the flight case. The test gas in
the reservoir is therefore also dissociated and ionized. In the subsequent expansion to hypersonic speeds, the flow
can depart from thermal and chemical equilibrium.

It is in these test flow environments that "perfect-gas" reciprocity is lost since, at comparable velocities, the
freestream in the high-enthalpy facility test section differs from that existing for flight in the atmosphere. The
static pressures and temperatures (and hence Mach numbers) differ and the composition of the air in the nozzle
contains oxygen atoms and nitric oxide, in addition to the molecular 02 and N2. At higher enthalpies, nitrogen is
also appreciably dissociated and ionized species begin to appear in significant concentration. The ionization introduces
plasma properties into the flow environment which cz:n give rise to additional interaction phenomena associated with
the presence of a free electron concentration in the flowfield. The effect of a nonequilibrium freestream composition
on flowfield measurements around a test vehicle must then be understood in order to relate to the flight case.
Numerical codes exist, of course, for the calculation of nonequilibrium flow expansions, and for flows about
hypervelocity vehicles. The important questions are then:

* is the chemistry fully specified?
* are the reaction rates reliable?

In high enthalpy facility operations, therefore, it is necessary that consideration be given to the diagnostic
methods and techniques available for independent measurement of species compositions. A description of such
complementary techniques will comprise the substance of the lecture discussions. The methods to be discussed have
all appeared, in various forms, in the archival literature on research studies covering a range of different flow
environments and gas mixtures. The techniques involve laser, optical, and electron-beam "probes" to interrogate the
flow, all of which are classed as non-intrusive diagnostics.

The methods will involve laser interrogation of the flow via such techniques as spontaneous Raman spectroscopy
(SRS), coherent anti-Stokes Raman spectroscopy (CARS) and laser-induced fluc1 !scence (LIF). These methods provide
for good spatial resolution, either via the use of crossed beams (CARS) or by monitoring a small elemental length of
the laser beam (SRS, LIF).

Other optical methods to be discussed involve emission or absorption phenomena which exploit the fact that
critical air species in real-gas flows are optically active and permit emission or absorption slectroinetric techniques
to be used. These latter approaches are integrated line-of-sight measurements which are appropriate, for example,
for the quasi one-dimensional flows in a nozzle expansion. As with all such measurements which are a f!nction of
species composition, they allow for critical comparison with calculated values.

Point measurements of number density may also be made by means of an electron bean. Beam electrons
injected into the flow collisionally excite a selected species whose specific fluorescent .twmission is monitored via
well-focussed collection optics, interference filters and, most usually, photomultipliers. The choice of band system
monitored depends upon the density levels anticipated. For complementary calibration data obtained under static
conditions, species number densities in a flow system can be directly infcrred from a single radiometer measurement
of the beam fluorescence.

For higher-enthalpy flow situations in which the flow may be partially ionized, reference will also be made to
the use of swept-voltage electrostatic probes foi the point measurement of electron temperature and number density.
This is an intrusive-probe measurement, and one applicable to both the freestream and vehicle flowfields. In the
uniform freestream, integrated line-of-sight diagnostic measurements of the plasma' state are afforded, as well, by
microwave iaterferometry.

The implementation of these techniques for species composition measurements in nonequilibrium flow systems
will be described in subsequent sections. A brief review is first given, however, of the flight regimes wherein changes
in the gas composition begin to take place as a result of dissociation processes, and of the consequences of these
processes in the expansion flows simulating flight velocities in a test facility.

The note, perhaps trivial, is also made that the gas, though dissociated or ionized, may still be in thermochemical
equilibrium in some regions, as in the vicinity of the stagnation point on a large nose radius vehicle, or in the
reservoir region of a reflected-shock tunnel. Nonequilibrium phenomena appear when the fact that chemical adjustment
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ra 3 are not infinitely fast becomes manifest. These appear, for example, in the rapid expansion of high-enthalpy
flows such as those into the afterbody region around a blunt vehicle, or in the flow in a hypersonic nozzle.

2. FLIGHT SIMULATION AND NONEQUILIBRIUM PHENOMENA

The gasdynamic parameters and composition of equilibrium air behind a normal shock wave have appeared in
tabular or graphical form in many publications. Such computations have also been performed at this laboratory for
a range of velocities (2000-50000 ft/sec) and altitudes (sea level-300,000 ft) from which the data shown in Figure I
were obtained.

Figure I shows the regimes corresponding to 10% a d 90% dissociation behind a normal shock wave for both
02 and N2 as a function of velocity and altitude. The ti. eshold for 10% ionization is also included. It is seen that
02 dissociation is essentially complete before N2 dissociation begins. This is due to the weaker valence bond of
02 compared with N2. Profiles of normal shock temperatures of 4,000, 6,000, g,000 and 10,000

0
K have also been

included in the figure. The stagnation temperature would only be about 1% higher than the normal shock value for any
of the velocity-altitude conditions shown. Also included, as appropriate, is the hypersonic flight trajectory of the
shuttle vehicle.

In order to relate the flight regimes shown in Figure I to hypersonic facility test requirements, the
thermodynamic state of the atmosphere at a given altitude and flight velocity condition can be used to define a
reservoir condition from which expansion would produce a test flow providing the required flight condition. At high
enthalpy levels, however, full duplication of a selected flight condition cannot be achieved in any test facility because
of pressure limitations and nonequilibrium phenomena(l).

Full duplication is necessarily relaxed in order to duplicate the flow velocity and one of the thermodynamic
state variables corresponding to conditions at the selected altitude. Usually the density corresponding to a given
altitude is matched. If the test airflow is then expanded from an equilibrium reservoir to the desired velocity and
density at the given altitude, the static temperature will, in general, be higher than the static temperature at that
altitude. The freestream Mach number will therefore be lower than the flight Mach number. For hypersonic flows,
however, the duplication of the velocity and density-altitude afford a match in the total enthalpy, or stagnation
temperature, and in the dynamic pressure. Jor blunt bodies, therefore, real gas flowfields can be simulated to good
approximation in hypersonic flow facilities(l)

As noted earlier, however, airflow expansion from a high enthalpy reservoir state undergoes a departure from
chemical equilibrium. Computr codes have been written for the calculation of nonequilibrium expansions of air
with coupled chemical reactions ) and employed in numerical calculations for a wide range of high-enthalpy reservoir
,xpansionsf3i. The results of an illustrative calculation are shown in Figure 2. The calculated species distributions
correspond to the expansion from an equilibrium reservoir or reflected shock condition at a temperature of 6,000oK
and a pressure of 600 atmos., in one of the nozzles of the 96-inch hypersonic shock tunnel at this laboratory. The
expansion in this case will produce a test flow velocity of about 14,000 ft/sec, at a density altitude of about 130 kft.

The figure illustrates the considerable departure from composition equilibrium for some species, including
electrons, which occur in the nozzle freestream at these conditions, which are typical of high enthalpy shock tunnel
operation. The species concentrations are shown in mass concentration units ('fi , moles/gm). This removes the
density dependence from the distributions and highlights the freezing process, i.e., when frozen,- = constant. It is
seen that 0 and NO freeze out in the early portion of the nozzle expansion so that the test freestream composition
is about 5% NO, which exceeds the 0-atom concentration. On the other hand the dissociation energy of N2 is
essentially completely recovered in the expansion due to the efficient binary paths provided by the so-called shuffle
reactions.

NO . 0 ---&N 4 OZ
N + NO---O + N 2

These reactions have been written in their operative direction during the expansion process. The binary path
for the return of N to N2 is evident. The dominant mechanism for the control of the electron concentration in
airflows at these conditions is the dissociative recombination process NO

+ 
+ e---' N + 0. This process also rapidly

loses effectiveness as the density decreases in the expansion hence a free electron concentration is present in the
hypervelocity freestream flow.

The depature from equilibrium in species composition also effects associated departures from equilibrium
behavior in other gasdynamic properties. The static temperature in the expansion is lower than for equilibrium
because of the chemical energy frozen out in nonequilibrium species concentrations. The static pressure and the
local flow velocity a:e also slightly lower than in an equilibrium expansion, whereas the gas density is essentially
unaffected by nonequilibrium effects.

It is important, however, that the effects of the nonequilibrium state of the test flow, as illustrated in Figure
2 foi example, be thoroughly understood in the interpretation of experiments in a hypersonic test facility. While this
can be done by computation, the reliability of numerical calculations in the description of the nonequilibrium state
must be well validated. The independent measurement of species concentrations in such facility-generated flows
constitutes a logical data base in the corroborative process.

3. NONINTRUSIVE DIAGNOSTICS FOR SPECIES CONCENTRATION MEASUREMENTS

Several diagnostic methods will be discussed which can be employed for the measurement of species
concentrations in nonequilibrium flows. The laser optical methods, in particular, have demonstrated their applicability
for the measurement of temperatures and species concentrations in such hostile environments as flames and combustors.

The methods to be described are nonintrusive techniques which employ the remote focusing of optical radiation
into the region of diagnostic interest. Ph,.ical probes do, and will continue to, provide for unique and specific
gasdynamic measurements in high speed flows. However, depending upon the flow situation or the measureme.it
requirements, physical probes may perturb the flow properties they seek to measure. They may also be limited in
their spatial resolution or temporal response, and may not survive at the high temperature and pressure conditions
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associated with high-enthalpy flow simulations. Species concentration measurements, however, can be performed via
remote, non-perturbing techniques, mainly optical, provided line of sight access to the measurement region of interest
can be made available. In most cases, provision for such access can be factored into the design of the particular
experiment.

The optical method may involve either the traditional incoherent radiation sources such as lamps or arcs for
absorption measurements, or the highly collimated, coherent radiations provided by lasers. Prior to more detailed
discussions concerning these optical methods, a few introductory comments should be made concerning the spectro.copy
associated with the passage of optical radiation through gases. This will serve to introduce some of the phenomena,
such as scattering, Raman spectra, fluorescence, etc., that are fundamental to the diagnostic measurement techniques
to be discussed. The presentation of the theory underlying the several processes to be presented will, by intent, be
quite brief so as to maintain focus on the measurement methods. The corresponding theoretical backgrounds are
fully covered in the literature to be cited.

3.1 Induced Polarization Phenomena in Gases

When radiation passes through a gas, the electric field of the incident electromagnetic radiation induces a
polarization in the molecules. The electric polarization may be written as a power series of the form

p = .(l)E . X(2)E2 + X(3)E3... (I)

where P is the induced polarization, -Xis the dielectric susceptibility and E is the electric field strength. The linear
susceptibility term,-X(l), is responsible for Rayleigh and Raman scattering phenomena, whereas the nonlinear terms
lead to resonant phenomena at new frequencies In isotropic media such as gases, there are no second-order effects
and the second-order nonlinear susceptibility, i32), is zero. The lowest order nonlinear term for gases is therefore
the third-order termX

3
). This latter term will be referred to subsequently as it is responsible for the CARS process.

The oscillating polarization induced via the linear susceptibility term,7(l), produces electromagnetic radiation
and Rayleigh scattering4) results from the induced polarization oscillating at the same frequency as the incident
radiation. That is, the photon is elastically scattered without change of energy. In addition, the induced polarization
changes slightly as a result of the vibrational and rotational motions of the molecule. This results in inelastic or
Raman scattering where the frequency of the scattered light is shifted by the vibrational or rotational frequency of
the molecular motions. The incident light photon may cause the molecule to undergo a quantum transition to a
higher level, so that the incident photon loses energy and is scattered at a lower frequency. If the molecule is already
in an energy level above its ground state, the photon may cause the molecule to return to its lowest level with the
photon scattered at increpsed frequency. These frequency changes are the Raman shifts which are characteristic of
the particular molecude(4). If a different incident frequency is used, other Raman spectra are obtained for the same
molecule. However, the Raman shifts from the exciting frequency remain the same.

The frequency shifts to lower energy (or longer wavelengths) are called Stokes lines, and those displaced to
higher frequencies (shorter wavelengths) are called anti-Stokes lines. At ordinary temperatures, both Stokes and
anti-Stokes lines are evident in the rotational Raman spectra of diatomic molecules, with which molecules these
discussions will be primarily concerned. However, most diatomic molecules are in the lowest ;ibrational state at
ordinary temperatures, the fraction of molecules in a higher vibrational i being extremely small. For example,
at 3000K, the ratio of nitrogen molecules in the first vibrational level to thc-,! in the ground state is 1.4 x 10-3 for
a Boltzmann distribution(4). Accordingly, only the Stokes lines are observed in the vibrational Raman spectrum of
diatomic gases. The intensities of the anti-Stokes lines at shorter wavelengths are so weak that they are not observed.

in this context, the comment should be included that infrared spectra derive from a permanent dipole moment
in the molecule, not present in homonuclear molecules like N2 or 02, whereas Raman spectra result from polarization
effects which are independent of the presence of a permanent dipole moment in the molecule. Thus Raman spectra
exist for homonuclear diatomic molecules like H2, 02 or N2, which have no infrared spectrum.

Finally, it should also be noted that fluorescence is a phenomenon entirely separate from the Raman effect,
even though the use of the terms Stokes and anti-Stokes lines have as their origin reference to fluorescent spectra.
In fluorescence, the incident photon Is absorbed, the molecule elevated to an excited state with re-emission of the
photon after a certain lifetime, to return the molecule to a lower energy state. The fluorescence, therefore, is
always emitted at a lower frequency than that of the incident radiation in accordance with Stokes law, i.e., the
fluorescence corresponds to Stokes lines.*

3.2 Spontaneous Raman Spectroscopy

One of the early spectroscopic techniques employed for species concentration and temperature measurements
is spontaneous Raman spectroscopy (SRS). A schematic of an experimental arrangement for SRS Is shown in Figure
3. Only a single radiation source is required for this measurement technique, which can operate at any wavelength.
However, since the intensity of the Raman signal is proportional to the fourth power of the incident radiation
frequency, visible wavelength sources are usually employed.

Early sources empJo ed the 4358A line of mercury, which is the most intense. Current sources are usually
lasers (eg., NdtYAG, 5320A, Argon ion, 4$80A). The incident radiation Is brought to a focus in the measurement
volume, and the radiation scattered at right anles is collected via large-solid-angle optics and passed into an
appropriate detector (monochrometer, spectrometer) for analysis. The recorded spectrum of the Interrogated species
may be a pure rotational Raman spectrum (low temperatures) wherein no change in vibrational energy is involved, or
it can be a vibrational Raman spectrum In which both vibrational and rotational transitions are involved. The type
of spectra recorded will depend upon the source frequency, as well as the identity and temperature of the targeted
molecule.

*As noted In Ref. (4), lines which would contradict Stokes law for fluorescence were referred to as anti-Stokes lines.
This terminology was carded over to the Reman effect to denote those lines which are emitted at frequencies higher
than that of the Incident radiation.
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The Raman transitions are described in terms of the selection rules for the changes allowed in the vibrational
quantum number, v, and the rotational quantum number, 7. For the rotational Raman spectrum of a diatomic
molecule, v = 0 and AT = +2, giving the S branch lines equidistant either side of the exciting line ( AT = 0). For
the vibrational spectrum, Av = +1, i.e., transition can occur only to the adjacent vibrational state, and three branches
corresponding to AT = +2 (S branch), A" = -2 (0 branch) and AT = 0 (Q branch).

In a given environment, the distribution of populations among the different energy levels will vary with the
temperature. The recorded Raman spectrum will therefore be a sensitive function of the temperature of the
scattering molecule. A smoothed representation of the measured Raman spectrum recorded for N2 by Lapp et al.(5) in
a lean J2-air flame is shown by the solid line in Figure 4. Tthi source in these experiments was an Argon-ion laser
at 4gg0A (20492 cm-1). The Raman shift for N2 is 2331 cm-l(9) hence the fundamental (v = 0) Stokes line is ceitered
at 20492 - 2331 = 18161 cm-

1
, or 3506A. The peaks labeled G, 1, and 2 correspond to, respectively, the ground

state Stokes vibrational Q-branch, the Q-branch for v = I to v = 2, and the upper state Q-branch for v = 2 to v = 3. The
G profile is the fundamental and the v = I, v = 2 profiles correspond to the "hot" bands.

The int nsity and the width of each particular band depends upon the rotational temperature and can be
calculated (5-7) hence a fit to the measured profile will determine the rotational temperature. The bandwidth and
successive band ratios are temperature-dependent. If the gas is in equilibrium, i.e., equilibrium populations of the
vibrational and rotational energy levels, then the vibrational and rotational temperatures are equal. The illustrative
flame data for N2 in Figure 4 correspond to the equilibrium situation. The calculated Raman spectral profiles for
several different *emperatures are also included on the measured profile, indicating quite satisfactory correlation for
an N2 temperature of 1600

0
K. The calculated relative intensity profiles were performed on a computer via convolution

with the measured slit function of the monochrometer. This will improve the match between the computed and
measured spectra.

If nonequilibrium population conditions exist, separate fits to the shape of each band can be iteratively
performed for different rotational and vibrational temperatures(8). Vibrational temperatyres can also be obtained
from the band peak height ratios(9), or from the ratio of Stokes to anti-Stokes lines(9-1)).

In this technique, the intensity of the scattered radiation depends upon the number of molecular scatterers in
the probed volume. The species concentration is then readily obtained from the ratio of the scattered to incident
radiation intensity which is a linear function of the number density. Quenching effects are not involved. In a
general form, the intensity ratio can be written(9,l!,1

2
)

- (2)
"-0

where IR and 1O are the collected scattered intensity and incident radiation intensity, N is the number density of
the specific molecular scatterers, aa/n f is the Raman scattering cross section, .. is the collection solid angle, I is
the sampled length (Figure 3) and 6 represents the overall optical collection efficiency. Values of the Raman cross
sections are available in the literature.

Many applications of spontaneous Raman spectroscopy have been reported for species concentration and
temperature measurements. The references cited herein comprise such measurements on species that i clude N2,
02, OH, CO, H20, and CO2 , Some of the measurements were performed in nozzle expansion flows (61, although
the majority have been applied to the quantitative diagnosis of flames and post-combustion processes.

The SRS method has, as its advantages, the comparative simplicity of experimental setup, the capability for
fine spatial iesolution, the need for only a single source, freedom from collision quenching effects (since it is a
scattering process), and freedom from interference radiation due to the simultaneous scattering from other species.
The latter is due to the fact that at the same incident frequency, the Raman spectra of other species will occur
at different wavelengths. This also means that the determination of the concentration of a particular species in a
gas mixture is independent of the other components of the gas mixture. The shor,.iess of laser-source pulses also
enables the technique to be applied for in-situ concentration measurements in high speed flows.

The prime disadvantage of the technique, however, is the low value of the Raman scattering cross sections.
For example, typical spontaneous Raman cross sections for rotational and vibrational transitions are of order 10-30
cm

2
/sr, which are about 3 orders of magnitude smaller than Rayleigh scattering and about 10 orders of magnitude

smaller than those for molecular absorptions(13). The scattered radiation is also incoherent, being distributed over
4 rt sr, hence the need, as noted earlier, for large solid-angle collection optics. These factors lead, overall, to a
weak process, which is limited to the measurement of species in reasonably large concentration ( 1%) and in
essentially clean flows. The latter requirement is to avoid other interferences arising from background luFm)inosity
or particulates, which can mask the Raman signals.

In nonequilibrium airflows, however, using high-power pulsed lasers, the method can be appropriate. As noted
in Figure 2, N2 is essentially equilibrated in a high-enthalpy ionequilibrium air expansion, but SRS could usefully
monitor N2 for thermometry. The measurement of 02 and NO concentrations, furthermore, is inportant as a .,eans
of verification of the kinetics description of the nonequilibrium state.

3.3 Coherent Anti-Stokes Raman Spectroscopy

Owing to the deficiencies in the strength of signals associated with spontaneous Raman spectroscopy, recent
years have witnessed a most significant growth in the application of the technique of Coherent anti-Stokes Raman
Spectroscopy (CARS). This is, however, a technique of considerable complexity in its experimental configuration,
its theoretical foundation, and in data reduction. At the same time, the method is a powerful one because of the
coherence of the generated signal and the orders of magnitude improvement in signal response over spontaneous
Raman scattering, and hence in the ratio of signal to interference levels.

The nonlinear optical effects responsible for the CARS process were first reported by Maker and Terhune(14)
in 1963. There the feasibility was shown for the creation of a new frequency component at uj + d due to the presqnce
of frequencies to andw - ai , where A. is a Raman frequency. T 3 process was referred to as three-wave mixing 1),
and depends upon the third-order nonlinear susceptibility te..x3), in the induced polarization equation presented
earlier (Eqn. (I), Sec. 3.). Mixing of the field frequency components by the third-order susceptisllity can be used,



6-5

for example, to triple a fundamental frequency or to combine two or three different frequencies which can be
resonantly enhanced, leading to the generation of coherent radiation at a new frequency.

High electric fields are necessary, however, for the generation of the nonlinear optical effects in media, hence
it was not until the development of high peak power laser sources that such phenomena could be observed
experimentally. The method was first employed for gas-phase concentration measurements by Regnier and Taran(l5)
in 1973.

A diagrammatic representation of the CARS process is shown in the sketch below, from literature on the
theory and application of CARS.012,16-18)

3 1 R

(OR

ENERGY LEVEL DIAGRAM

Incident laser beams at frequencies C] an.8 c. Z , termed the pump and Stokes beams, respectively, interact through
the third-order nonlinear susceptibility, It-), to generate a polarization field which produces coherent radiation at a
frequency (.5 = Ztj - C 2 . When the frequency difference (cWL - w Z ) is close to the frequency of a Raman-active
resonanceWR, the CARS signal at frequency co5 will then be resonantly enhanced and emerge as a laser-like signal
whose spectral properties are unique to the molecule being probed. It can be seen from the above sketch that the
CARS signal lies on the anti-Stokes side of CJj , hence the name of the effect.

Only a brief overview of the theory of CARS is included here, as the process is thoroughly described in the
cited literature and in the references noted therein. The third-order nonlinear susceptibility which governs the effect
is complex and can be written(19-23),

X(3 =X R + XNR = XR+ i R + f XNR (3)

where XR = XR + iR is the resonant part of the susceptibility, due to the closest vibrational-rotational resonances
(Raman-active transitions) in the species of interest, and XNR is a slowly varying nonresonant term which is a
background contribution due to electrons and remote resonances from the other species present.

The susceptibility is a fourth-rank tensor char,)cterized by four distinct frequencies with the full expression
consisting of some g0 independent tensor elements(

2 3 
. Considerable simplification exists, however, for the case of

an isotropic medium when the number of tensor elements is reduced to three. A further reduction to two elements
exists for frequency-degenerate CARS wherein two of the four frequencies are equal. It is this situation, with
frequencies (J, , rj Z and cJd, that is involved in current diagnostic applications of CARS. There are, nonetheless, still
a large number of resonant denominator terms in the nonlinear susceptibility expression which, apart from the
vibrationally resonant terms, can become large when one or more of the field frequencies O) , W-4 or the CARS
frequency W05 become resonant with an electronic transition in the probed molecule leading to electronically-resonant
CARS. However, the normal CARS process Is vibrationally resonant for C

0
R = c-l-6c. For these situations, when far

from electronic resonances, the susceptibility can be written in the general form:

, &,-)- i (v, )

where N is the total number density of the probed molecule, A (rJ') is the population difference between the upper
and lower vibration-rotation states, d 0/d.41. is the Raman-scattering cross section and r (Yj) is the line width of
the Raman transition. As vibrational modes of molecules are mainly symmetric, only Q-branch transitions are
important. It is evident that for a given pump frequency CJt, the selection of a particplar frequency COZ can pick out
a resonwnce condition for a given Wj? via the detuning denominator factor Jq- (*-(). All other remote resonances
are lumped under the background nonresonant term, 

1
NR-

T he susceptibility Is seen to be number density dependent, and because of the Boltzmann population factor
A( , the CARS spectra will also be temperature dependent. This is the basis of the diagnostic. The nonresonart
Part, XNR , of the susceptibility Is real and independent of CJf and CJ and for gases is of order l0_4 - 10_5 of %A(13).
Also, near resonance, the real part of the resonant susceptibility "-0. Mqsrements of the third-order nonlinear
suceptiblities for a number of different gases have been reportedby RadoU2*J.

)
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The intensity of the CARS signal is given by:(iS,19,25)
4 1 T ) 5 I Dz 1 9 C ) 1 z L ZI

where I is the power density at frequency QO , X (3) the third-order susceptibility, and L is the distance over which
the laser beam interaction occurs. The magnitude of the CARS signal is thus dependent on the intensities of the
mixing pump and Stokes laser beams. For focused beams, the power in the CARS signal is then

- T0 r 7, P PZ ( 6)

From these expressions, it is seen that 1J* resonant part of the CARS signal is proportional to the square of the
probed molecule number density, via I-X I .

A schematic of the laser system geometry for the generation of the CARS signal is shown in the sketch below:

(STOKES)03 (CARS)

(01
Cal 3

OPTICAL ARRANGEMENT FOR CARS

The two beams from the pump laser at C1 and the Stokes beam at COZ are focused into the probe volume and generate
the CARS signal at G - .

Phase matching is extremely important in this process. The incident laser beams must be aligned so that
the three-wave mixing process is properly phased to ensure that the CARS signal generated at one location in the
probed volume will be in phase with that generated at another location so that the signal builds up constructively.
If proper phase matching is not realized, the CARS signals generated at different spatial locations will destructively
interfere and no CARS signal will build up. Phase matching in gases occurs when the incident laser beams are
collinearly mixed. Such phase matching is shown by the wave vector diagram of sketch A below. k is the wave vector
at frequency ca and has the magnitude a)#where *i is the refractive index at frequency W0 and c is the speed of light.

a

A. Comnea Phase Matching B. BOXCARS Phase Matcdfn

However, there are disadvantages to collinear mixing(
2 6

). Collinear phase matching can result in poor spatial
resolution particularly if the diagnostic situation requires the use of long focal length lenses, which can then result
in long probe-volume lengths. Resolution can be degraded further if density gradients are present because, as shown
previously, the CARS power is proportional to the square of the species density. With a collinear system, there is
also the possibility of CARS signal generation from elements in the optical train that pass the collinear beams. A
method which ensures phase matching, yet permits large angular separation of the input beams, was described by
Eckbreth(

2 6
). The wave vector diagram for this approach is shown above in sketch B. The system is referred to

as BOXCARS because of the shape of the phase-matching diagram. In the BOXCARS or crossed-beam approach,
the pump beam,GQg , is split into two components which are crossed at a half-angle cc prescribed by the spatial
resolution desired. The Stokes beam,&, Z , is introduced at an angle e, to generate the phase-matched CARS signal
at angle 0 from the region of beam Intersection. The angles (Ce o-L ) are not independent but are related to one
another through simple geometric equations(26).

The BOXCARS configuration is that shown above in the schematic of the CARS optical arrangement. It is
seen that this system avoids overlap in all regions except the desired measurement location. Spatial resolution can
therefore be very precise (x I mmJ). The crossed beam geometry also need not be coplanar. The plane containing
the Stokes beam at anie G can be at right angles to the plane of the pump beams at angle e, a configuration referred
to as folded BOXCAR01

2 7
).

A chmatl diagram of a typical CARS experimental arrangement, in the BOXCARS configuration, is shown
in Figue 3.L

2
,3P

2  
The pump laser most commonly employed in CARS systems Is a neodymium:YAG (Zttrium

aluminum garnet) whose 1.06 micron output is frequency doubled (2 x Nd) to provide a pump beam cJ1 at 3320A. The
ruby laser has also been employed in CARS, but it does not have the repetition rate capability (10 Hz) of the 2xNd, nor
is it as well located spectrally. The Stokes beamCOZ, is usually provided by a tunable dye laser which is pumped by
a portion of the pump laser. The dye laser can be operated in either a narrowband or broadband mode, determined by
the spectral resolution required. This will be discussed further below. Several of the adjustable telescope lenses
have been omitted from the optical trains to simplify the figure and include only the general elements.
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The Nd laser produces two beams at 5320A, Labeled primary and secondary in Figure 5. A portion of the
primary beam is split off via a beam splitter (B5) to pump, slightly off axis, a flowing dye cell (DC) laser. By proper
dye selection and dye concentration the laser can be made to lase at any desired center wavelength.

The secondary 5320A beam optically pumps a second dye cell which serves to amplify the Stokes laser
component at C Z . The dye is circulated through the dye laser and amplifier in series. The transmitted primary W.1
beam from the first beam splitter is divided at a second beam splitter into equal parts which are sent to the beam
crossing lens (L) by means of a mirror (M) and a dichroic mirror (D) through which also passes the Stokes 6'-z beam
from the dye laser/amplifier. The proper phase-matching angles of the three beams used for BOXCARS are obtained
by the appropriate beam displacements on the crossing lens (L). All three beams incident on the crossing lens are
parallel to each other and in the same plane. Adjustable telescopes in the W, and -Ozoptical trains (not shownJ are used
to ensure that the beam waists occur at the crossing point. The rotatable optical flat (OF) in the Stokes beam
permits the displacement of the ,O Z beam on the crossing lens should it be necessary to change the phase-matching
angle 9 .

After passing through the crossing point, the four beams .), L , JZ and CARS at CD5 are recollimated by a
second lens, similar to the first. Two of the components, WO~and Wt, are passed to a beam dump (BD) or to a reference
leg, if necessary. The CARS signal is then separated from the other W,2 component by dispersion through a prism and
sent to the detector (photomultiplier, optical multichannel analyzer, etc.).

It was noted previously that the CARS signal levels may be several orders of magnitude stronger than those
produced by spontaneous Raman scattering. Furthermore, because the signal is coherent and laserlike, it emerges as
a narrow beam so that all of the signal can be collected. Recall that the spontaneous Raman signal is incoherent
and distributed over 4T sr.

The CARS spectrum can be generated in two ways. For high spectral resolution, a tunable narrowband dye laser
is scanned through the Raman resonances to generate the CARS spectrum over a period of time. However, in short
duration flow diagnostics, faster time resolution is necessary. Also, in turbulent environments, frequency scanning
would distort the spectral signature because of the nonlinear dependence of the CARS signal on density and temperature
(Eqns. (4) and (6)). It is necessary in these situations, therefore, to generate and record the entire CARS spectrum in
a single laser pulse. This is accomplished by the use of a broadband dye laser centered at the desired W z and with
a bandwidth large enough ("100-200 cm

-1
) to encompass all of the vibrational or rotational resonances.

Because all of the Stokes power is now not used to drive each Raman resonance as it is in narrowband spectral
scanning, spectral intensities are lower in the broadband mode. The us of a single laser pulse to record an entire
Q-branch* (vibrational) CARS spectrum was first reported by Rob et a.t30). The entire rotational CARS spectrum
has also been recorded using a single pulse broadband Stokes laser in cold N2 thermometry measurements

( 1
). An

optical multichannel analyzer (OMA) is most appropriately used for the single pulse recording of entire CARS spectra.

The computation of synthetic spectra plays a fundamental role in the interpretation of the measured CARS
spectra for the determination of the temperature and species number density. The equations presented earlier in a
brief summary of the theory of the CARS effect, Equations (3)-(6), indicated that three parameters are involved in
the CARS spectrum, and therefore in its computer generation, namely, the temperature T, number density N and
the nonresonant susceptibility % NR. In many instances, the temperature is determined first, and then used in a
subsequent determination of number density.

Temperature measurement is most reliably performed on a dominant molecular species. N2 has most frequently
been employed for thermometry in CARS as it is a dominant species not only in airflows but in air-fed combustion
processes. In such major species 'XNR is very much smaller than 'XR and does not interfere so that both N and -. NR
are relatively unimportant in these instances and the temperature can be determined from the shape of the CARS
spectrum, ie., by comparison of the measured spectra with the computer generated spectra, in a similar manner to
spontaneous Raman spectroscopy.

Computer programs have been written by Hall(2
2
, 23) for the computation of spectra in N2, CO, H2 , 02 as well

as for the triatomic molecules H20 and CO2 . Extension of such programs to the diatomic NO, which is an important
constituent in nonequilibrium airflows (Figure 2) should ,snT ose any problem. The equations (Mt-(;) are employed for
the computation of the third-order susceptibility term I which for non-monochromatic sources is convolved over
the pump and Stokes laser linewidths. A final convolution must then be performed over the slit function of the
detector instrument to broaden the spectra and afford a better match to the experimental spectra. In broadband
CARS, the Stokes laser bandwidth is large so that the ultimate resolution of the spectrum will depend upon the
pump laser finewidth or the slit function of the instrument. The resolution for CARS is far superior to that for SRS.

An example of the sequences in the computation of the N2 spectra in a flame due to Hall(
22

) is shown in Figure
6. The figure shows, first, the computed 1*1z for monochromatic CARS generation (Figure 6(a)), its subsequent
convolution for the finite linewidths of the pump (1.2 cm-

1
) and Stokes (175 cm-

1
) lasers (Figure 6(b)) and the final

convolution over a triangular slit function of resolution I cm-I (Figure 6(c)). These calculations were performed for
a conctant Raman linewidth r of 0.1 cm

" 1
.

Figures 6 and 7 are calculated Q branch N2 spectra. At low temperatures (Figure 7(a))(17), the low 3 branches
are not resolved but as the temperature increases the fundamental band broadenj, individual Q branches can be
resolved, and the hot band (v = I -a- 2) peaks appear. It is evident from pigure 7, however, that even at low
spectral resolution when detailed spectral definition is lost (as in Figure 7(b)(

2 2
)which looks like an SRS spectra) that

the calculated spectra provide for excellent thermometry. The temperature of the dominant thermometric species
is obtained either from the hot band, whose intensity relative to the normalized intensity of the fundamental band is
a sensitive function of temperature, or from n overlaid comparison of the measured vs calculated spectra as shown
in the illustrative case for N2 CARS spectra(22) in Figure g.

*The vibratioVl/rotational selection rules for CARS are essentially the same as for spontaneous Raman
spectrcocopy(23).3
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The thermometry discussed above is more readily performed than is the measurement of species number density
N. The .umber density may be obtained in two ways: for a major species component, from an integration of the
CARS spectrum and, for a minor species in certain concentration ranges, from the shape of the CARS spectrum.

Once the temperature has been determined, the numbs" density for a dominant species, i.e., no nonresonant
"XNR background interference, may be calculated from(

32
p

33
)

NT = N. 0 0  
PT

where NT is the probed molecule number density at temperature T, N300 is the reference gas density at 3000K,
RT = SP300dj 'SPTdY is the ratio of the calculated integrated powers of the CARS signal at 3000K to the signal
at temperature T, PT is the experimentally measured integrated CARS power at temperature T, and P300 is the
measured integrated CARS power at 300 0 K. The ratio RT accounts for the change in the Raman linewidths and
population redistribution with temperature.

The values at 3000K are obtained from a reference cell which must be incorporated into the optical trains for
the primary CARS. Small fractions of the wave-mixing beams are split off and routed so as to generate a CARS
spectrum in a reference cell which contains a resonant gas such as N2 at known temperature and pressure, hence
number density, and whose CARS signal magnitude is readily calculable. This is the power reference (P300) for the
number density measurements.

Because of the CARS signal dependence on N2 (via ISs)Iz, Equation (4)), the signal decreases rapidly as the
number density decreases. The lower limit on detectivity occurs when the CARS signal merges into the nonresonant
susceptibility, X NR, signal established by the background gas concentration. This is a departure from the normal
situation, such as in spontaneous Raman spectroscopy, where detection sensitivity is limited by low signal level. It is
in this merging regime, however, that the number density can be obtained from the shape of the CARS spectrum. This
is a unique feature of CARS, applicable over a limited range of concentrations.

The calculation of the CARS signal in this regime of minor species concentrations involves a two-parameter
fit as, for a given temperature, the CARS signal depends on both N and %NR. Contrast this with Figure 8, for
example, where thermometry is essentially a one-parameter fitting of measured and calculated specrtra. The process
for the determination of N is illustrated by the representations of calculated CO spectra shown in Figure 9, from
Hall(2

2), and which correspond to the methane-air flame measurements of Eckbretht2$). In this illustration, the
temperature was known (1700 0 K) via independent CARS thermometry. The spectra in Figure 9 were calculated for
a fixed value of XNR (-9 x 10-19 cm3 /erg). It is seen that as the CO concentration increlses, its spectrum
emerges from the nonresonant background and the hot band appears. It was noted previously that IC, the real part of
the resonant susceptibility (Eqn. (3)) changes sign at resonance. The destructive interference between the resonant
and background contributions at this point causes a characteristic dip in the profile, evident in Figure 9 at 20940 cm-I.
Comparison of the calculated CO spectrum with the measured CARS spectrum of the flame is shown in Figure 10
and shows the excellent agreement for a CO mole fraction of 0.04.

The calculations corresponding to the examples shown in Figures 9 and 10 were performed for a fixed value of
XNR- Since the calculations are a two-parameter fit involving both N and XNR, the result is therefore not unique.

A slightly different value for X NR would effect agreement with the measured CARS spectra for a slightly different
value of N. Hence this method for the determination of number density from the shape of the CARS spectrum is
one whose accuracy is dependent upon the knowledge of an appropriate value for XNR.

The range of concentrations over which a spectral shape determination of number density can be performed
will vary from molecule to molecule, and with background gas composition and temperature. For molecules like 02
and N2, the concentration rnage is from about 0.1 - 20%. It is also possible to extend the method to lower number
density measurements by essentially eliminating the background nonresonant susceptibility(1

7, 23). This is accomplished
by appropriately orienting the laser field and CARS polarizations. However, by removing the nonresonant contributions,
a significant loss in the resonant signal intensity is also incurred. Complementary methods are available however.
The measurement of minor constituent to trace species is appropriate to the implementation of laser induced
fluorescence, which will be discussed in the next section.

The CARS technique, while quite complex, is a powerful one for unintrusive diagnostics in the measurement
of temperature and species number density. Some of its prime advantages are the orders of magnitude increase in
signal strength over other methods and the coherent nature of the output signal. This affords excellent collection
efficiency. The geometry of the CARS-generating beams provides for very fine spatial resolution and, because of
the capability to generate the entire CARS spectrum in a single laser pulse, diagnostic measurements can be performed
in short-duration flows as well as in regions of turbulent flow. Also, because the CARS signal is at a higher
frequency (anti-Stokes) than the exciting signal, other interferences such as fluorescence and background luminosity
are eliminated.

3.4 Laser-Induced Fluorescence

Laser-induced fluorescence (LIF) is a considerably more sensitive method than one based on scattering
phenomena, such as Raman spectroscopy, as it involves the absorption of laser photons and the creation of an
electronically excited state in the absorbing species. It is therefore applicable to the measurement of species in
very small concentrations, including trace species. The major application of laser-induced fluorescence to date has
been in the study of combustion processes for the measurement of concentrations and temperatures of radical species,
such as OH, in the characterization of flame chemistry. The objectives for nonequilibrium airflow diagnostics are,
of course, similar to such laser probe applications in flames in that similar measurements are necessary to validate
the descriptive kinetic models for high-enthalpy airflows.

The technique has sonie similarity to SRS, at least in its experimental arrangement, which basically would
resemble that shown in Figure 3. Unlike SRS, however, wherein any laser frequency can be employed, it is necessary
to use a tunable laser for LIF. For a selected species, the laser Is tuned to afford resonance with an allowed transition
in the molecule. When the beam is directed into the gas, the molecule absorbs a laser photon and Undergoes
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transition from the ground to an excited electronic level. The molecule then spontaneously radiates (fluoresces) to
a lower level in the ground state. The emitted fluorescence is detected using either photomultipliers or optical
multichannel analyzers. As with SRS, good spatial resolution is achieved by observing the fluorescence from a short
elemental length of the laser beam, from a direction perpendicular to the laser beam. The depth of the probed volume
is then essentially only the thickness of the laser beam.

Laser-induced fluorescence is, in principle, applicable to both atoms and molecules. The basis of the method
is that the observed fluorescent intensity can be related to the ground state number density of the atom or molecule
prior to laser irradiation. However, there are difficulties associated with the use of LIF whose severity is species
dependent. The laser must be tuned to a resonance transition. For most molecules of interest, such as 02, N2,
however, the resonance lines are in the ultraviolet (UV) region, where tunable laser sources are still being developed
or improved. Also, the spectroscopy of the particular molecule must be understood; its spectrum as well as the
transition probabilities, or Einstein coefficients, must be known.

The primary difficulties associated with LIF, however, are the deexcitation processes that will affect the
fluorescent yield, and whose effects must be properly accounted for, or circumvented, in the diagnostic interpretation
of the fluorescence signal. Consider the illustrative sketch below of the potential energy transfer processes that can
be involved in laser-induced fluorescence.

R
v - 0 - |

STATE 2n

B1210 8211y A21  R21L

v. - 0 - - -
STATE 1 - -

SCHEMATIC LEVEL DIAGRAM FOR LIF SPECTROSCOPY

The molecule may be excited from the ground state (state 1) to a specific rotational-vibrational level in the
excited electronic state (state 2), which has a finite radiative lifetime. The excited molecule may then spontaneously
decay, emitting a fluorescence photon. These direct excitation, deexcitation processes are described by the
appropriate values of B 12, B21 and A 21, the Einstein coefficients for induced absorption, stimulated emission (at
laser intensity ly,) and spontaneous emission. The molecule may also undergo a radiationless transition back to the
ground state by collision denoted in the sketch by the electronic quenching term Q21" In addition, the molecule
may undergo a change in its rotational or vibrational level in the excited state due to collisions. The rotational
redistributions, R, to other rotational levels in the excited vibrational level are indicated in the sketch(3

4 3 7
).

Vibrational level transitions, V, could similarly have been indicated(
3 4

,
3

,
9
T. Similar V, R transition considerations

may also be appropriate for the ground state (state 1) as well, though such are usually slower than excited state
redistributions. Finally, spontaneous emission, Q, may also occur to other rotation-vibration levels in the ground
electronic state whose fluorescence may then be outside the spectral bandwidth of the detector, i.e., undetected
fluorescence(

4
0,

4 1
). The fluorescence yield is defined as the ratio of the radiative rate, A 21, to the total deexcitation

rate, A2 1 + Q21 
+ 

Q 
+ 

R + V.

The complexity for LIF applications arises because the collisional rates can be very much faster than the
radiative decay rates. The collisional redistributions among excited state rotational and vibrational levels, for
example, will then serve to broaden the fluorescence spectrum. However, in spite of the complications due to
quenching processes, LIF has been employed in diagnostic investigations involving 0, N, 02, NO and N2, which
comprise the neutral species complement of nonequilibrium airflows. Triatomics such as NO 2 have also been
investigated, although the method becomes less sensitive in larger molecules because of the greater effect of collisions
due to the increased number and closer spacing of the energy levels.

For applications to high speed flows, or to turbulent environments, pulsed laser sources are necessary. High
laser intensities are therefore required, with their wavelengths in the ultraviolet. Nd:YAG-harmonic pumped dye
lasers are frequently employed as well as excimer and nitrogen laser pumped dye lasers.

Several methods have been employed in order to circumvent the effects of quenching in LIF applications. One
is to employ a very short laser pulse, r'L, short compared to a time scale on which Q and A can become operative,
i.e, "rL 4 l/(QvA) where Q and A represent the quenching and emission rates introduced earlier. Referring to
the previous energy level sketch for LIF spectroscopy, the rate equation for the excited level population can be written

(INZ = Nazl B/ y - . IA + 5ZI ) NZ(7

where all terms are noted on the sketch. Whep the laser is shut off, the exponential decay of the fluorescent
intensity affords an in-situ determination of QA(42,4

3
). From Equation (7) for ly = 0,

N2 (W)

as fluorescent intensity is proportional to the excited state population N 2. Here t 0 denotes the value at the instant
of laser pulse termination. The number density N2 at pulse shutoff is then

!t
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NiA (*jm(~ TfiY- t (9)

where I is the fluorescence intensity and L the length of the beam element. Thus, the integration of the fluorescent
intensity measured as a function of time yields the exctted state number density.

The concentration N2 can then be related to the ground state number density prior to laser irradiation (N),
by considering the steady state limit for Equation (7), for which

N B~z15 ,

N N)r (10)
Q21 +A j + CB

and with NI + N2 w NI. From detailed balancing (g1Bl2= g2B21) and for large incident laser intensity,

NZ N0 (11)

where gi and g2 3re the degeneracies of levels I and 2. Substitution for N2 in Equation (9) then yields the ground
state number density.

For a representative short laser pulse of 10 ns (Nd:YAG), this method would only be applicable to density
levels which are low enough to satisfy the above requirement on the magnitude of (Q2l + A2 1) relative to TIT.

Another approach is optical saturation of the excited level, in which the observed fluorescence becomes
independent of quenching rates and laser power(4,4S,06). From Equation (7) in the steady state, and for large laser
intensity,

NZ = _912 4N (12)

which is the saturation condition. This condition therefore requires 8211,V * Q21 + A21. Then from an observation of
the laser beam at a selected station, the collected saturated fluorescent intensity is written

I= , S..0VC N (13)

where 12 c is the solid angle of the collection optics and Vc is the laser volume defined by the collection optics.
The relation Nj + N2 Z N1 can again be used to relate N1 under laser irradiation conditions to the ground state
number density, NI, in the absence of the laser. Therefore, when the transition is saturated by high intensity,
focussed laser irradiation, the observed fluorescence is independent of quenching rates, lifetime, fluorescence yield
and laser intensity.

The excitation model considered above is essentially a two-level system. For other than saturation conditions,
however, this model is not expected to be widely applicable for diatomic molecules and must be modified to account
for the rapid coupling between rotational levels. Thee and four-level molecular models have been developed to
account for the rotational energy redistributions(33,36). For such near-saturation conditions, the fluorescent intensity
is found to be inversely proportional to the laser intensity. A plot of the measured fluorescent intensity vs IV -1 yields
a straight line with negative slope (linear fluorescence region), whose intercept yields NI o , and whose slope gives
Q21. As the laser intensity increases, such curves bend over and approach zero slope, i.e., the saturation condition with
I independent of l, .

While saturation LIF measurements have been performed on diatomic flame species, e.g., C2(45), CH and
CN(4 7 ), from a practical point of view saturation may be difficult to obtain experimentally for some molecules
because of the excitation wavelengths required. Resort has been made to two-photon excitation processes. It has
been noted that LIF-suitable transitions for some species of interest, which could include 02, N2 and NO, may
require far UV to vacuum UV frequencies. Higher Iser harmonics can be used, for example, frequency-tripled
NdsYAG has been employed for the excitation of NO(5). However, instead of frequency doubling or tripling into the
UV, a two-photon excitation process can be employed using identical laser pulses in the visible, each tuned to half
the transition frequency. The two-photon excitation of CO and N2 has been reported(49). However, although
fluorescence may be excited by the two-photon process, the problems due to quenching remain the same as for the
one-photon process. Another problem also associated with the implementation of high laser intensities is the potential
for laser-induced chemical effects.

The LIF techniques discussed so far have accounted for the quenching either by in-situ measurement with
short laser pulses, or by rendering it uninfluential by optical saturation of the excited level via high-intensity
excitation. Another method is to calculate the quenching rates for the deexcitation paths. This requires an
information base-measured, estimated, or calculated-on the collision rate constants with other species colliders in
the system. This approach has been employed for OH(3 7), which is probably the most extensively studied molecule in
LIF spectroscopy. The quenching cross sections for other molecules, however, are not well known.

Recent studies at this laboratory have been concerned with the detection of excited metastable species using
laser induced fluorescence(,0). The species of interest were the CO (o.fT) and N2 (A I ) states. An objective in
the further development of these studies was then in the application of LUF to the measurement of NO number
density and temperature in the short-duration, high-enthlpy flows in the Calspan hypersonic shod tunnels. The
energy level diagrams for these three molecules are shown in Figure i.
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The lowest downward electronic transitions for CO and N2 are forbidden triplet to singlet transitions which
therefore cannot be detected in emission. The research aim was to employ the much more sensitive method of LIF
for their detection and measurement., The purpose of this discussion is simply to include some illustrative LIF
spectra. The procedure here was to use a CO laser to optically pump a flowing CO gas mixture to high ground
state vibrational levels (v"Z 40). The high v" states can then transfer energy by collisional vibrational-electrnic
processes to populate other electronic gtates or other molecules. This technique was used to populate the CO (077)
and, by the addition of N2, the N2 (A 1) excited metastable states (Figure 11). A frequency doubled N2 laser/dye
laser was uped and the CO (A-A) fourth positive spectrum generated to check the LIF method. The LIF spectra of
CO (A'IT-M and CO (Ir0t'-a?T) are shown in Figure 12.(30 These spectra were recorded at a fixed UV wavelength
by scanning the wavelength passed by the monochrometer detector through the wavelength range of the vibrational
band emissions. The ability to record a single pulse (C 20 ns) CO (A-X) LIF spectrum was also demonstrated in
these experiments.

3.5 Emission and Absorption Spectroscopy

Emission and absorption spectroscopy are well established in the analysis of the radiation associated with
transitions between excited states of an atom or molecule. Historically, of course, these diagnostic approaches
considerably pre-date the coherent-beam probe methods discussed thus far.

In an absorption measurement, a radiation source of intensity 1o is observed through the gas and the transmitted
intensity, I, is carefully measured. The absorption by the gas depends on the number of absorbers available to make
transitions corrcsporvLng to the particular wavelength, hence a measurement of the relative transmission or
transmittance, T = /10, of the gas as a function of wavelength can be used to determine the population of molecules
in the lower of the energy levels involved.

These optical methods exploit the fact that critical air species in real-gas flows are optically active. 02 and
NO in particular are well suited to absorption studies- These molecules both strongly absorb in the ultraviolet via
excitation transitions which are well known. The dominant system for NO is the NO gamma band, from about 2200-
2700 A in the UV. The NO I system comprises transitions between the first excited electronic level and the
ground state, AY. - -. (ZT. These states are indicated on the NO potential energy diagram included in Figure i.
The absorption for 02 is in the broad Schumann-Runge system which can cover the spectral range from about
1300 - 3000 A or so, depending upon the temperature. The potential energy diagram for the 02 molecule is shown
in Figure 13.

ft is seen from this diagram that at low temperatures, when almost all of the 02 molecules are in the lowest
vibrational level (v" = 0) of the ground X5E state, absorption of radiation is confined to transitions with energies
in excess of about 60,000 cm-1, i.e., to high vibrational levels (v') in the excited state. This results from the large
difference in the equilibrium internuclear separation distance (R) b tween the ground and excited states (Figure 13).
These transitions correspond to wavelengths from about 1300-1800 A in the vacuum ultraviolet, VUV, as indicated in
the figure. This regime is so called because of the requirement that the optical paths in spectrometers, etc., be
evacuated in order to avoid complete UV absorption by the 02 in ambient air. It is seen that the only likely
transitions jby the Franck-Condon principle) in VUV absorption are those that go to the dissociated region of the
excited 5 7 state. The absorption transitions in the v" = 0 progression then effect dissociation in the molecule
and the absorption spectrum is a photodissociation continuum.

At higher temperatures, the higher vibrational levels of the ground state become populated and absorption
transitions to the lower v' levels of the excited state can then occur. Such transitions, like the (0,13) or (0,14)
indicated in Figure 13, occur at longer wavelengths and, since they are between discrete vibrational levels, these
absorptions give rise to the Schumann-Runge band spectra.

When the gas is of uniform density along the optia line of sight, the change in transmission intensity at a
given wave number is given by the Brouguer-Beer law as

4
1

-.. ... ..

where Il is the intensity of the incident beam (i.e., no flow), kV is the spectral absorption coefficient, Nt is t
number density of molecules in the lower state of the absorption transition, Lo is the Loschmidt number (2.687 x 1017
cm-

3
) and . is the path length through the gas. If not in the lowest ground state energy level, the number If

molecules NJ is related to the total number density No of the species molecules by the Boltzmann expression
(

2 - EJ'/'/LT' "

Nj = N O  + e (15)

where Q is the total internal partition function, k is the Boltzmann constant, T the temperature, E3-v is the energy
of the lower vibrational/rotational level from which the transition occurs, and v",3"1 the corresponding quantum numbers.

The spectral absorption coefficient k- may be a rapidly varying functioLof V ). However, in the case 31 air,
k values hay beeO well documented for the 02 Schumann-Runge continuumul,52) and bend systemsC - 4J, and
also for NO Y - . Sometimes such data are given in terms of electronic oscillator strengths or f-values, as well
as transition probabilities. All of these parameters are related, however(Q. That is, over the spectral interval of
the intensity measurement,

r Ntf()

NZ &A, AJ
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where e and m are the charge and mass of the electron, f is the oscillator strength, 11J is the wave number of
the transition and Bjm is the electronic transition probability for absorption from the lower to the upper state,
introduced earlier in Section 3.4 as B 12 (Eqn. (7)). Hence, if the temperature is known, by independent measurement,
the number density of 02 and NO can be obtained directly from a measurement of the transmittance, I/I0.

Such optical methods are integrated absorption measurements and hence require that the number density be
uniform along the line of sight. They are not suitable for concentration measurements in flows with arbitrary
gradients.* In application, such a UV absorption measurement could comprise an arrangement like that shown in
Figure 14. The path length, I , would be defined by sharp leading edge splitter plates across the nozzle exit plane
freestream. Sapphire windows in the splitter plates would transmit down to 1500 A, and the radiation source could be
a deuterium or hydrogen gas discharge lamp. With such a source, both 02 and NO could be monitored simultaneously,
from the same sample of test flow, by means of an interference filter selected to transmit a narrow wavelength band
of 02 radiation to one detector (e.g., high sensitivity photomultiplier tube) and reflect the N02'-monitored wavelength
region, through a narrow bandpass filter, to another photomultiplier.

Depending upon operational configurations or environments, other factors may also be taken into account, such
as slit width to spectral line width ratio considerations and collision broadening effects. These are discussed in some
of the literature cited, but have not been treated here in order to focus on the basic methodology.

Absorption studies are inherently better suited for obtaining quantitative data than are emission studies, as
absolute calibrations are required for the latter. The emission from a gas at high temperature must be determined
in absolute rather than relative terms. The detection system must then be able to view a radiance calibration
source, such as a blackbody cavity or a calibrated lamp, through the same optical path and optical elements that are
used to monitor the radiant emission from the gas.

To outline such an approach, the species spectral intensity may be obtained from a spectral interval scan as

S 2' . rB (17)

where S X (gas) and 5 (BB) are the measured inband detector signal voltages from the gas and calibration blackbody
sources, respectively, and IBB (TBB) is the known (Planck function) blackbody spectral intensity at the blackbody
temperature TBB. Provided, then, the temperature, T, of the gas is known from a separate measurement, the
spectral emissivity of the species radiator is obtained from

F -r) (18)
=" X T)

the blackbody ( ) 1 radiance being evaluated at the gas temperature T. In terms of the absorption coefficient
terms introduced earlier, the species emissivity is also written as

EA ) (19)

over the wavelength interval of the measurement. Again, if ky is known as a function of temperature over the
wavelength interval, the number density of the species radiators can be determined for a defined path length ) .
Under equilibrium temperature conditions, the total species number density can be obtained from the Boltzmann
distribution, Equation (15).

The above discussion, which has assumed knowledge of kV, is essentially a variation of a method of measurement
for ky itself, or of the molecular oscillator strengths, foef kVdV. In such measurements, a source of species radiators
at known equilibrium conditions of pressure, temperature and number density is generated, usually in a shock tube,
wherein similar calibration procedures are followed to convert the measured 1l, to kV as a function of wavenumber 9
via the known values for N, T and I . Quadrature then affords the I values.

3.6 Electron Beam Fluorescence Techniques

The final measurement technique to be reviewed for the determination of neutral species concentrations is
the use of electron beam fluorescence. Although the probe in this case is a beam of electrons, the diagnostic is still
an optical method in that the beam-stimulated fluorescence is measured using conventional optical collection methods.

The technique, which has been thoroughly described by Muntz(60), has been employed for the measurement of
both density(61-6f and temperature(62,

'
64) in high speed flows. An energetic (20-50 keV) beam of electrons is

directti through the gas, and the inelastic collisions of the beam electrons with the gas species effect electronic
excitation and produce fluorescence which is largely confined to the beam region itself. In essence, the vibrational
and the rotational fine structure details of the emitted 4luorescence can be used to determine the vibrational and
rotational temperature of the emitting molecule, and the fluorescence intensity can be related directly to the number
density of the radiating molecule. The use of high beam energies minimizes the effect of elastic collisions in
causing spreading of the beam.

Most studies have been concerned with the beam-induced fluorescence in N2, either from the predominant N2
first-negative system (- 3900-4800 A) which is shown in the sketch below (taken from Ref. 60), or from the second-
positive system of neutral N2  -- 3300-3800 A), the latter (which is the C

3
T - B

3
Wr transition shown in Figure

11) affording measurements up to somewhat higher density levels. Beam fluorescence can also be produced in other

*An exception would be flows with radial symmetry, such as line of sight traverses across an entire nozzle exit
plane. Quantitative determinatiorns of local temperature and number density can then also be extracted by standard
Abel-inversion method.(Jgj.
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gases, however, including 02, NO, CO, C0 2 , Ar and He(
60

,67). The requirement is that the excitation process be
fast and direct, and the emission an allowed spontaneous process.

20 + +

FIRST NEG. SYSTEM
N.....1 BE + -

15 2

EXCITATION BY
PRIMARY AND SECONDAR

10 ELECTRONS FROM N2 X
1 
E

051 N2 XE E -

SCHEMATIC ENERGY LEVEL DIAGRAM FOR N 2 , N2

The narrow electron beam can afford good spatial resolution as, like SRS and LIF, the radiation is observed from
a selected incremental length of the beam to provide a "point" measurement. For N2, even though this molecule
is essentially equilibrated in nozzle expansions (Figure 2), the N2 number density is density dependent and its
measurement can corroborate the magnitude of an effective inviscid nozzle area ratio, A/A*, at the measurement
station, determined from boundary layer displacement thickness calculations. The electron beam technique has ls
been used, however, to measure density and density fluctuations in the turbulent boundary layer on a nozzle wall. 

68
)

An experimental configuration for the electron beam would take a form similar to that shown in Figure 14 for
the radiometer except that the electron beam would he oriented vertically, with a Faraday cup to receive the beam,
and monitor beam current, after traversal across the flow. Observation of the selected incremental length of beam
fluorescence would then be performed at right angles to the beam. The beam-induced fluorescence is monitored
via narrow-band filter, slit-optics radiometers using photomultiplier detectors for high-speed-flow environments. A
calibration for the N2 number density is performed, a priori, in a static chamber. The intensity measurement ma be
of the entire band system, or of the intensity of a single vibrational band such as the intense (0,0) band at 3914 Yi, or
of the intensity of a particular rotational line in a vibrational band. Ideally, the calibration affords a linear increase
in fluorescence intensity with number density. Consideration must also be given to the effects of collisional quenching,
which become manifest by a departure from linearity in the calibration.

In the case of high-enthalpy airflows, flow expansion calculations like that shown in Figure 2 can provide a
good prediction of the freestream test flow composition. Other than 0 atoms, all the neutral species constituents of
the nonequilibrium freestream are stable gases, i.e., a calibration gas either of the calculated freestream molar
composition, or of 02, N2, Ar and a range of NO partial pressures, can be provided for static calibration purposes.

The electron beam fluorescence technique is restricted in its application to quite low densities. It is limited
at very low density by low fluorescence yield, and at higher densities by collision quenching of the radiation by the
ambient gas species. The number of radlationless transitions occurring is a function of the collision cross sections of
the colliders and of their mean speed. Under these conditions the technique becomes temperature dependent.
Quenching cross sections and their temperature dependence are required for a specific flow situation in order that
the useful upper limit of the fluorescence measurement technique for number density measurement can be increased.
Expressions for the fluorescent emission intensity from the excited state depend, in fact, on the ratio of quenching
collision frequency to transition probability (A coefficients) in similar manner to the intensity relationships discussed
previously with respect to LIF.

Consideration also needs to be given to the effects of secondary electron production. While most secondaries
are of very low energy, some arp of sufficiently high energy and, scattered in the forward beam direction, can add to
the fluorescence.

It is appropriate to add here that a recent technique has been described by Muntz et a.(69) aimed at extending
the fluorescence diagnostic to higher densities. The approach, which is currently under development, is to use a
pulsed electron beam (to avoid gas motion effects) to excite the neutral N2 to the ground state of the ion
(N? K aZ ), instead of the ion 5

1
J' state. Because of the slow recombination for ions, the ground ion state is

effectively metastable compared with collision periods. The absorption of a laser photon is then used to elevate the
ion to the 8 21+ state, which then undergoes spontaneous transition back to the ion ground state. Because of the
relative magnitudes of the ionization cress sections involved, this pulsed electron-photon fluorescence technique(69)
can afford signals much larger than the corresponding electron beam fluorescence signal.

Because of the relatively long lifetime of the ground state ions, it is not necessary that the laser pulse be in
time coincidence with the electron beam; it is, in fact, preferable that the laser pulse lag the electron beam several
collision times in order that the ion rotational distribution has time to equilibrate with thermal motions.t69)

For room temperature pressures in air, the number density is gi'~n approximately by nz3 x 1016 p cm-
3

, where
p is the gas pressure in torr. Electron beam measurements via N2 (I-) fluorescence have been performed up to
equivalent room temperature pressures of a few torr (n - 1017 cm-

3
). Some N2 (2+) fluorescence studies have been

made up to 8-10 torr (n - 3 x 1017 cm-
3

). Muntz(69) suggests that the electron/laser beam method may permit
measurements to be extended up to about 3 x 10l1 cm-

3
.

The basic electron beam fluorescence method has, nevertheless, been well utilized now for several decades
in quantitative measurements of species number density and temperature in flow systems, including profile
measurements through regions with gradients O)oundary layers, shock regions). Method applicability considerations
need to be addressed, however, which are specific to the gas composition and environment conditions.
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4. IONIZED FLOW DIAGNOSTICS

The emphasis throughout these discussions has been on the measurement of neutral species concentrations. This
is where almost all of the energy of the system resides. For example, expansion from the shock tunnel reservoir
condition corresponding to Figure 2 will generate a freestream velocity of about 4270 m/sec (14000 ft/sec). For a
blunt body immersed in this test flow, the entropy layer region behind the bow shock will be ionized, with a free
electron number density of about 2 x 1013 cm- . This electron concentration is above critical for microwave
frequencies up to 40 GHz, yet the energy contained in all of the ionized species at this nose region condition is
about 0.25% of the total internal energy of the flow.

Hypervelocity flow generation in test facilities, however, encompasses investigations wherein the plasma
properties of the flow, about a blunt test vehicle for example, are of primary research interest. It is appropriate then
to conclude with a brief account of two diagnostic methods for the determination of the plasma state of the flow.
The first is microwave interferometry, which, though non-intrusive, is an integrated line of sight measurement for
the electron number density over a uniform path length. The second method is the use of thin-wire, swept-voltage
electrostatic probes for the point measurement of ion number densivy and electron temperature in a flowing plasma.
The latter is the equivalent of the Langmuir probe in stationary plasnas and is an intrusive technique, although one
affording a point measurement of plasma properties.

4.1 Microwave Inteferometry

Omitting any circuitry considerations, the microwave interferometer consists of a pair of microwave horns,
transmitter and receiver, placed either side of the plasma flow region to be interrogated. The basis of the
measurement is to record the change, from the free space or no-flow value, in the amplitude and phase of the
signal propagated between the two horns. The received signal is actually detected in terms of in-phase and quadrature
components, which are simply related to signal amplitude and phase.

The two parameters which characterize a plasma are the electron number density, ne, and the electron collision
frequency, V c. It is assumed that the plasma is neutral, i.e., nes E ions. For high-temperature air, the predominant ion
is NO*. The collision frequency is given by

/ (20)

8 8 28 X 1 (eVZ)'

where k is the Boltzmann constant, me is the electron mass and Te is the electron temperature. The number density,
n, collision cross section, Q, product is summed over all neutral species. The Q are functions of electron energy and
an earlier compilation of the cross section data for the neutral air species from various determinations has been
presented in graphical formt70). The ion contribution to the collision frequency is usually negligible compared with
the neutrals.

The electron number density is obtained quite directly from the interferometric measurement of phase shift if
the plasma is underdense, i.e., if the microwave frequency is less than the plasma frequerncy. The plasma frequency
is given by

(A M fee. f/
r "'eeo / (21)

or 8, = 8, - to 5

where e is the electronic charge and e o the free space permittivity. The phase shift per unit length is given by

L4 -Z o t d-~~ (22)

where, neglecting fourth order terms

I+?

4 is the real part of the refractive index, Ic is the collision frequency (Yc/21T) and f is the microwave interferometer
operating frequency. The collision frequency in most cases is small compared with the microwave frequency; hence,
Equation (22) becomes

where I is the plasma thickness between the interferometer horns. The electron number density is then obtained from
fp and Equation (21).
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An example of interferonetrically measured electron number density distributions in expanding N2 and AS
plasmas is shown in Figure 15. These measurements were performed in hypersonic nozzle flows at this laboratory(71)
utilizing two microwave interterometers operating at 17 and 35 GHz.

4.2 Thin-Wire Swept-Voltage Electrostatic Probes

Voltage-swept thin-wire electrostatic probes can be used to measure the electron temperature and ion number
density in hypervelocity ionized freestream flows, as well as in the inviscid shock layer and viscous boundary layer
plasma flows over blunt bodies.

The probe consists of a thin tungsten wire (of nominal 0.007 cm diameter and length-to-diameter ratios of
g0-100), which protrudes from a length of thin Pyrex tubing. The probes may be installed in a rake so that multiple
point measurements may be recorded simultaneously at different positions in the plasma flowfield. A linear voltage
ramp is applied to the probe to provide a voltage excursion from negative (ion collecting) to positve (electron
collecting) probe voltages, Vp, e.g., -3 to +2 volts in air plasma, over a period of about 70-100 us. The current
collected by the probe during the applied voltage excursion comprises the probe characrteristic, from which, under
appropriate conditions, the electron temperature and ion number denisty of the locally sampled plasma may be
determined. For high total enthalpy, shock-tunnel-facility generated airflows, nNO+ = ne.

Essentially all of the electrons are repelled when the probe is significantly negative with respect to the plasma
potential and an ion sheath surrounds the probe. The sheath is a non-neutral region of charge separation around
the probe corresponding to the extent of its electric field into the plasma. As the probe voltage becomes less
negative, more and more electrons reach the probe, resulting in a rapidly increasing electron current. An illustration
of this ion-current portion of the probe characteristic is shown in Figure 16 for the case of a high-velocity N2
plasma. The potential at which the probe current is zero is called the floating potential, VF, where most of the
electrons are repelled by the probe in order to balane ion and electron currents. At the plasma potential, V. ,
the probe collects the random ion and electron fluxes as no electric field is present. The current is predominantly
an electron current at this instant, however, because of the higher thermal speed of the electrons compared with that
for the ions of heavier mass. The region of rapidly increasing electron current with decreasing negative probe
potential is called the retarding field region because only those electrons of sufficient energy can overcome the
retarding field to reach the probe.

In the analysis of probe data, free-molecular sheath conditions are assumed in that the attracted particle
undergoes a collisionless trajectory upon entering the sheath to annihilation at the probe surface.

For a non-dimensional probe voltage, %, defined by

- e VV(24)Te P

the collected ion and electron currents at negative values of 'Xp can he written(
7

2,73)

( AT e '/z

em e -n i (25)

$e =ene (26)

where i. = i. ('Xp x6#T6hD'/Te) is a normalization factor representing the increase in the collected ion current over
the random Idnetic ion flux to the probe at X.p = 0 and is a function of the pr potential,'kp, the ratio of probe radius
to the Debye length, AD I and the ratio of ion to electron temperatures(73). By differentiating Equation (26),

4e
A~T e

which is the basis for the determination of the electron temperature. The slope of a semi-log plot of the retarding-
field region current vs. probe voltage is a straight line of slope e/kTe.

The ion number density is obtained from the ion current portion of the probe characteristic at large negative
values of Xpvia Equation (23) and derived values for 1.( 73. Unlike the microwave interferometer, which responds to
ne, the current collected by the electrostatic probe is ion dependent, but plasma neutrality ensures ni = ne.

Electrostatic probe measurements of thq electron number density profiles in the ionized boundary layer over
a flat plate in a shock tunnel N2 plasma flow

(7 1
1 are shown in Figure 17. The measured ne is normalized by the

boundary layer edge value, and the measured profiles are shwn at two different stations from the plate leading
edge. The solid curves are calculated profiles using s7lotteras7) nonequillbrium boundary layer program adapted to
flat plate flows. It is seen that the electrostatic probe affords an excellent technique for plasma species diagnostics.

Empirical studies have also been described(T5) which allow for the effect of collisions on ion current collection
to be calculated. These approximate analyses represent a bridging function between the continuum and free molecular
limits, thereby extending probe data interpretation Into the transition regime.
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S. SUMMARY

The discussions in the preceding sections comprise review descriptions of some diagnostic methods for ipecies
concentration measurements which are 'applicable to high-speed flows. Some of the theoretical framework has been
included but only as background to support the descriptions. Referral Is intended, of course, to the literature cited,
and references therein, for greater detail concerning analysis and implementation.

The summaries here can help to apprise as well as guide in the selection of a method most suitable for a
given flow situation. Some of the methods are not new. The more recent and yet-developing laser techniques have
singular advantages by virtue of their ability to interrogate very fast flows, and to be applicable to reactive and
hostile environments. As nioted, however, they can be quite complex both analytically and in their optical requirements
and configurations.
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COMPUTATIONAL TECHNIQUES FOR HYPERSONIC FLOWS
- Selected recently applied techniques -

by
W. Kordulla

DFVLR-Institute for Theoretical Fluid Mechanics
Bunsenstr. 10, D-3400 Gadttingen, FRG

SUMMARY

This paper provides some Insight into several currently used numerical techniques to simulate
hypersonic flows. After describing the particular features of hypersonic flows occuring e.g. during
reentry of vehicles such as Hermes the necessary Input for computational methods is discussed includ-
ing the simulation of viscous flow which Is emphasized in the paper. If then becomes evident that dedi-
cated experimental work Is badly needed to determine thermo-physical and chemical property data as
well as to provide appropriate tests for the prediction methods needed to support the designer in his
work. Finally, selected recently applied numerical methods are presented for high-speed ("cold") hyper-
sonic flows, for flows in equilibrium and in non-equilibrium. Thereby weaknesses and strengths are being
pointed out.

1. INTRODUCTION

The preflight aerodynamic predictions for the US Space Shuffle performance were based on 27 000
hours of wind tunnel occupancy and employed semi-empirical methods for correction purpose owing to
the Incomplete simulations In the tunnels [1]. The experiences gained in flight in comparison with the
experimental and theoretical design are discussed in particular in [2], see also e.g. [3,4]. These expe-
riences reveal, in part, large discrepancies between preflight predictions and flight results.

In contrast to the design of the Space Shuttle computational fluid dynamics (CFD) is expected to
play a major role in the development and planning of new spacecrafts. This is true for HERMES [5,6], a
smaller, improved version of the US Space Shuttle, but in particular in the case of the development of
new technologies such as for HOTOL [7,8] or for SANGER [9,10] or the planning of future hypersonic
airplanes [11 to 173. In doing so the gap between preflight predictions and flight results will not be
bridged unless the corresponding CFD methods are validated properly requiring new activities in
experimental techniques and investigations, see also [19 to 22]. Note that the design of reusable
hypersonic vehicles such as HOTOL or SANGER with in-flight changing propulsion systems lead to
increased requirements for the computational aerothermodynamicist which are different from those
present in the design of vehicles such as the Space Shuttle or Hermes [13,15]. The most important dif-
ference Is that the shape of the spacecraft and the propulsion system form a unity. Also the combustion
problems in the propulsion system for hypersonic flight conditions must be considered. In any case the
use of CFD Is expected to result in a reduction of cost and time requirements associated with the
experimental design phase. This attitude spurs the development of new, more efficient and robust
numerical methods, and the application of existing methods to more complicated realistic configurations.
For the aerodynamic simulations with ideal gases a high standard is already achieved as can be seen
from the work reported e.g. in [23 to 25]. The simulation of realistic hypersonic flows, e.g. past reentry
vehicles, however, requires more than the simulation of high-speed flows [18].

In figure 1 the flow regimes which are traversed by a typical spacecraft are sketched as a function
of altitude and velocity (and also of the Knudsen number, i.e. the ratio of the average mean free path and
a characteristic length of the flow field). It Is evident from the plot that the ideal-gas assumptions made
typically In high-speed flow simulations are only of interest in a very narrow band width of the lower
speed range. Reactions may occur within the flow field between shock wave and body which will be
discussed briefly later. Depending on the altitude or the Knudsen number the usual assumption of con-
tinuum flow Is now longer valid due to the reduced density, and a gaskinetic approach becomes neces-
sary, see e.g. [26 to 31]. In the following, only the continuum-flow approach will be discussed based In
particular on the numerical idtegration of the Navier-Stokes equations. It would, however, be of special
interest to know the overlapping ranges of the applicability of Navier-Stokes and gas-kinetic approaches,
see figure 1, but - to the author's knowledge - there are only a few Investigations in that direction, and
never for multi-dimensional real flow. At the author's working place both approaches exist, and a com-
parison Is Intended to be carried out for three dimensions, in future [32]. Information on flow simulations
based on the integration of the boundary-layer equations, can be obtained for realistic hypersonic con-
ditions e.g. in [33], or in another paper contained in the present Proceedings volume.

In the following, first, typical features of realistic hypersonic flows will briefly be discussed, see also
[34 to 48] together with the corresponding critical issues for numerical flow simulations. Then an over-
view over some of the numerical approaches for high-speed flow simulations are presented, see e.g. a
few examples for more recent work [49 to 66]. The remaining chapters will deal with the equilibrium or
non-equilibrium approximation of reactive flows, see e.g. [67 to 132]. Therein the approximation of the
necessary set of reactions and of the transport properties, including the verification of the flow simu-
lations remains a challenge, see e.g. [42,43,133 to 143]. in fact, the numerical simulations of complex
hypersonic flows will not be of too much help unless appropriately designed experiments allow for a
validation of the codes for real-flight conditions. With the exception of tunnels in Australia [21], such

_
i_
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simulations seem not to be possible at the time [19,20], and has hence created tunnel construction
activities everywhere, see e.g. [135].

2. CHARACTERISTIC FEATURES OF HYPERSONIC FLOWS

The following discussion Is, In part, based on references 26 to 28, 30, 34, 38, 41 and 42. The major
parameters characterizing the classical high-speed continuum flow [e.g. 144 to 146] are Mach number
M and Reynolds number Re, i.e. the ratio of the local fluid speed and the local speed of sound, and the
ratio of Inertia forces and viscous forces, respectively:

M,-u/c ; Re =puL/Jp, (1)

where p Is the density, L the characteristic length and p the dynamic viscosity. Note that Mach and
Reynolds number can be Interpreted as the ratio of acoustic signal time and viscous diffusion time,
respectively, to the characteristic flow time. In continuum flow theory the bow shocks in front of bodies
are considered Infinitely thin such that shock fitting procedures can be applied to determine their
shapes. The free stream Mach number and the shape of the body determine the strength of the shock
wave. The Reynolds number allows to distinguish between laminar and turbulent flow. Having in mind
that the density p decreases roughly exponentionally with altitude, with p at 100 km being about 10- 1
times the value at sea level, while speed and characteristic length hardly vary, it Is clear that the Rey-
nolds number for a spacecraft reflects essentially the influence of altitude.

In figure 2, taken from [27], the variations of pressure, density, temperature and mean free path A
with respect to altitude are displayed. Of current interest for reentry vehicles are the altitudes up to
roughly 120 km, see figure 1. Note that below 40 km the windward boundary-layer flow on the space
shuttle can be considered turbulent near the nose, with the onset of turbulent flow near the base region
being reported around 55 Ion. The peak heat transfer on the windward symmetry line occurs in the
laminar flow regime at 70 km as Is shown by the plot of data of different origins in [27]. The smaller the
Reynolds number Is the thicker the boundary layer becomes, end the invlscid-viscous coupling proce-
dure which is also known as the two-layer concept [30] becomes Incrasingly Impossible. This is
because the boundary layer Is covering more and more the entire space between body and bow shock
wave. An alternative Is then to consider the entire region as viscous [148]. In passing It is noted that for
the two-layer approach one will have to consider the entropy-swallowing of the boundary layer. This
essentially means that along the edge of the boundary layer the entropy varies according to the
oncoming different streamlines which pass the strong bow shock at different locations, and thus carry
different amounts of entropy into the boundary layer [27,149].

While the Reynolds number Is In some sense corresponding to the density of the atmosphere, a
parameter which characterizes best the diluteness of the air Is the Knudsen number Kn, the ratio of the
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mean free path A and the characteristic length L,

Kn - AIL , (2)

where e.g. free stream quantities are employed to obtain Kn_ for the atmosphere. This parameter can
also be viewed as the ratio of acoustic signal to viscous diffusion time. Replacing the mean free path by
some molecular expression [31,151] the following relation is obtained.

Knee - MoolReooL . (3)

Assuming the relationship for latninar boundary layers 5 - L (Re) -
1' one obtains the result that the

Knudsen number based on the 'edge' of the boundary layer Is proportional to the hypersonic similarity
parameter divided by M_1 (144] and to the viscous and rarefaction parameter [29]:

Kn 6  Mool(Re.)"
1 2 

. (4)

In terms of the Knudsen number Kn_ the following distinctions between the atmospheric regions
can be made [26]:

Kn _ H [kin] Characterization

.41 <80 Continuum flow

-0.01- 0.1 -80- - 120 Continuum flow
with slip conditions, etc.

- 0.1 - . 10. 2 120 Gas-kinetic flow

2 10 > 120 Free molecular flow

Note that because of equation (3) continuum flow Is equivalent to Re_, > M_ while free molecular flow
corresponds to M_, Jo Re_. Slip flow conditions for the velocity and the jump In temperature change the
friction drag as well as the heat transfer to the wall, and Influence the reactions occuring in the boundary
layer and at the wall. The exact definition of the boundaries of the domains Is rather difficult, in figure 3
e.g. a sligMly different Interpretation is given [27].

In hypersonic flows with large Mach numbers one can observe some Mach number independency
properties, see figure 4 [27]. Thus for real gas flows the Mach number - more or less - ceases to be the
essential parameter, and the speed of the considered vehicle, or the kinetic energy of the flow colliding
with the vehicle becomes important. For sufficiently high speeds the total enthalpy is virtually identical
with the kinetic energy, h, = h + 0.5. u rz 0.5. ul, and near stagnation points this energy is transformed
Into heat, and thus into an Increase In temperature. In practice this occurs by way of the shock wave
embedding the body In question. When passing some critical values real-gas effects are Introduced Into
the air flow as Is Indicated in figure 5 [27], namely vibration and dissociation In the speed range of main
interest here, up to ft 8 km/s. Once chemical effects are present the thermal and caloric equations of
state must be changed accordingly, as well as the transport coefficients. Also the Influence of the surface
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on the reactions must be considered, see e.g. [40,41]. If the surface is catalytic recombination effects
will lead to increased heat transfer at the surface.

In terms of flight speed real-gas and non-equilibrium effects start at about 1 km/s, see figure 1.
Parameters which characterize the real-gas and non-equilibrium state are Damkbhler numbers DAMI
and DAM2 [152]. These numbers can apply to internal degrees of freedom of the molecules or to
chemical reactions in the fluids. DAMI is the ratio of the characteristic time of particles passing a region
of the flow t. to the relaxation time r in question, where the flow time Is usually the ratio of the charac-
teristic dimension L and the free stream speed u_

DAM1 tjr = L/(u0 ,n) . (5)

Thus DAM1 = 0 indicates frozen flow, if it varies between z 0.01 and 5 1000 the flow exhibits non-e-
quilibrium, and if the number tends to infinity the fluid is in equilibrium [26]. The second Damkbhler
number relates the enthalpy difference q for a single reaction between reaction products and reactants
to the total enthalpy of the mixture before reaction h0 :

DAM2 - q I ho . (6)

If DAM2 tends to vanish this corresponds to equilibrium, otherwise a non-equilibrium or frozen flow is
present. If the number is small the corresponding exact simulation may be neglected.

A major role, not only for predictions but in particular for experimental simulations of flows past
spacecralts, play the reaction lengths Involved. In figure 6 an example of the variation of the speed of
hypersonic flow encountering a normal shock wave is sketched wilh the typical idealization of assuming
the translational and rotational degrees of freedom of a diatomic gas to be in equilibrium instantane-
ously. This is assumed to occur within the few mean free paths across which the shock is spread, while
the vibrational and chemical non-equilibrium (if the free-stream speed is high enough, see figure 5)
requires some finite distance to relax. In [27] it is shown that the reaction lengths I, are much larger than
the mean free path assuming reactions with simple binary collisions, and therefore vary also with the
altitude (density):

IR - M Ale , IR/L - M Kn/le (7)

where z' indicates the small fraction of the collisions contributing to the considered reaction. This
becomes evident if one considers that the number of particles per unit volume decreases with altitude,
and therefore also the number of collisions between particles. Hence it takes longer to achieve equilib-
rium. Stalker (lecture series at the DFVLR, G6ttingen, 1987) shows for binary reactions that the binary
scaling parameter
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Fig. 5: Kinetic energy of the flow and rest-gas effects as a function of the speed of air, including the activation
energies for real gas flows [27].
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must be the same In experiment and free flight to produce meaningful results. This leads to the require-
ment that the quantity pL/u_ and therefore pooL must bd the same.

Other important parameters In hypersonic flows are the thermal and chemical states of the surface
of the vehicle in question, i.e. the wall temperature and whether the surface Is catalytic or not.

For viscous flow simulations many of the above parameters vary due to the large changes of
velocity as well as of temperature and of density across the boundary layer. Therefore the corresponding
viscous flow simulation is rather difficult. The main inviscid effects are due to the transformation of
kinetic energy across the bow shock wave. Thereby the effective temperature increases with the free-
stream speed until the activation energy for vibration and dissociation Is reached. Thus quite different
length and time scales exist simultaneously which need to be resolved. Note that Ionization or radiation
are not specifically mentioned, here, these topics are of large interest for aero-assisted orbital transfer
vehicles for speeds above 8 km/s, see e.g. (35,36,112 to 115].

3. SOME CLASSICAL HYPERSONIC FLOW SIMULATION APPROACHES

This paragraph mentions a few methods which have evolved over the years starting when hyper-
sonic flow research was popular about 15-20 years ago, and some date back even much earlier. Some
of these methods have become very efficient aerodynamical tools, and are discussed In more detail
elsewhere In the present proceedings: boundary layer methods by Aupoix and Euler simulations by
Anderson, see also [30,4].

The most simple approach to predict the pressure distributions and thus forces on hypersonic
bodies is based on the Newtonian flow model, see e.g. [30,132,144 to 140]. This model assumes that the
shock layer Is very thin and that the bow shock wave is practically attached to the surface. The speed
and direction of the gas particles are supposed to remain unchanged until they encounter the surface
of the body. Then the tangential component of momentum is conserved while the normal component
vanishes. As the free-stream does not collide with the leeward side of a body because It lies In the sha-
dow of the free-stream, this portion does not contribute to the pressure coefficient distribution. The sim-
ple version of this concept leads to a pressure coefficient c,.. of 2 at the stagnation point which is not
true. In order to correct this the appropriate value of the pressure coefficient at the stagnation point
(instead of 2) is used as the coefficient in the modified Newtonian flow model:

Cp _ c."t sineb , (9)

where 0. is the angle between the free-stream direction and the surface. Some examples of applications.
mainly for the Apollo capsule, are given in [30]. Note that the usefulness of the above formula is ques-
tionable if the flow field is Influenced by e.g. shock-boundary layer or vortex-houndary layer interactions.

Boundary layer theory has been used extensively to predict the heat transfer to the body surface
in question, see e.g. [147], In particular in similarity form In the stagnation point region, and also
including chemical effects. In general, to perform boundary layer computations an Inviscid-fiow solution
Is required to prescribe the boundary conditions at the 'edge" of the boundary layer, see e.g. the com-
putations 1,1 [33.149,154].

Classical In the sense that the approach Is around for about two decades are viscous shock layer
methods used to predict the flow between bow shock wave and body surface based on a set of parabolic
equations derived from the Navier-Stokes equation, see e.g. (148] and also other listed references. Since

.m mmmmmmmmmmmmm m smmlmlmmmmm ir mm•i mm m mm.. mm
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the domain is not divided into inviscid and viscous regions, the viscous shock layer methods are - to a
certain extent - also useful for low density and hence low Reynolds number flows where the boundary
layer extends to the shock surface. The equations are obtained by introducing boundary layer coordi-
nates and performing an order of magnitude analysis on the terms In the Navier-Stokes equations in

terms of the Inverse square root of the Reynolds number. The terms up to second order are then
retained. The result Is a set of steady state equations. The solution is started at the stagnation point and
is marched downstream. If separation occurs the computation cannot proceed further. The shock posi-

tion is obtained as a result of the solution procedure. It is not clear tu the present author how the correct
stagnation point location can be obtained in general. For more general shapes, in particular at an angle
of attack the stagnation point is not given by the location of the surface tangential which is orthogonal to
the free-stream direction. This is even not the case for the shock tangential because it is well-known that
the stagnation streamline does not necessarily experience the largest jump in entropy owing to crossing
the shock wave. A streamline next to the stagnation streamline may encounter the shock wave in an
orthogonal manner, depending on the shape of the body in question and on the angle of incidence
[145].

Another solution method which looks similar to the viscous shock layer approach is the concept of
parabolized Navler-Stokes' (PNS) which is, however, quite different, because the boundary layer

assumptions are not introduced at all. In order to reduce the Navier-Stokes equations to a set of 'easily"
solvable steady-state equations the viscous terms with respect to a chosen direction are dropped, and
the solution can be obtained by marching in that direction until inviscid subsonic or reversed flow is
encountered, see more recent textbooks such as [159] or e.g. [30,62,68]. The advantage of PNS-methods
compared with full Havier-Stokes solutions is the relatively low cost to run the codes because sequences
of two-dimensional problems have to be solved. In this sense all mentioned viscous-flow methods (in fact
also the corresponding Inviscid methods not mentioned here e.g. [90]) offer the opportunity to check out
the physical models required to simulate realistic hypersonic flows. Note that PNS methods require a
starting solution near the stagnation point because of the subsonic flow there. The initial conditions for
the marching solution must not contain subsonic Inviscid nor reversed flow.

4. SALIENT INGREDIENTS FOR HYPERSONIC FLOW SIMULATIONS

For later discussions It Is useful to have a common basis in terms of a set of equations governing
the fluid flow, see e.g. [31,33,34,42,43,50,67,132,144 to 147,156]. It was mentioned earlier that the main
interest here Is in viscous flows, although some of the techniques used have been developed, originally,
for Euler equations. The Navier-Stokes equations comprise the set of equations due to conservation of
mass, momentum and energy for viscous flows. Most of the algorithms are based on the conservation-
law form. This choice is mainly motivated by the corresponding ability to treat flow discontinuities auto-
matically without the need to fit them. While it is fairly easy to fit bow shocks by using them as a boun-
dary of the computational domain, this is not at all easy for embedded shock waves. Conservation-law
forms for differential equations are discussed in [157,158]. The more fundamental integral formulation
Is naturally conservative. The difference between finite-difference methods, based on differential forms,
and finite-volume formulations appear to result mainly In different formulations of the metric terms in the
equations in the case of non-Cartesian grids, or in the manner the field grid is being used.

Realistic hypersonic flows experience a large increase in temperature due to the bow shock wave
which excites Internal modes of the molecules of the air and may cause dissociation and even ionization
depending on the magnitude of the free-stream, see the figures I and 5. Therefore, in general, the above
equations have to be complemented with a set of equations for the masses of the single species includ-
ing terms describing the creation and consumption of them. The sum of all species must, of course,
result In the total mass. This fact can be used to eliminate one equation or else to obtain a check for the
accuracy of the solution procedure, see also [111]. If the vibrational modes are In non-equilibrium. iLe.
if one distinguishes between translational and vibrational temperatures (note that the rotational temper-
atures are usually assumed to be equal to the translational ones because of the short relaxation times
In comparison with vibration) additional equations have to be solved for the vibrational energies of the
different molecules, see e.g. [36,96,97]. If Ionization effects must be considered, these equations are
further complicated due to the presence of electrons [36].

The conservation equations are not complete without relations for the thermal equation of state, for
the caloric equation of state as well as for the vibrational energies. For a multi-component mixture such
as air in non-equilibrium the assumption of a mixture of ideal gases is generally advocated and
accepted, see e.g. [30,42,43]. Thus the relation between specific heats and the general gas constant
holds for each species. And the problem bolls down to the determination of e.g. the specific heat at
constant volume for pure gases. The vibrational contribution is the result of statistical and quantum
mechanics, see e.g. [31,43]:

R In h(Ov12T) (t0

which has to be added to 1.5 to obtain the value for a diatomic species (0, is the activation energy for
the vibrational mode of the species In question). In the case of non-negligible ionization effects another
contribution must be considered.
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Note that in the case of equilibrium flows the air Is quite often considered as a single species where
the real gas effects are introduced via tabulated Mollier-diagrams or approximations thereof, see e.g.
[69 to 73,91]. This has the advantage that the code employed for Ideal-gas simulations need not be
changed dramatically. It would be Interesting to know whether there Is a difference in such flow simu-
lations compared with those relying on the assumption of a mixture of Ideal gases and a set of non linear
algebraic equations to determine the composition, see e.g. [137,160] for a mixture with five components
(OxN*NO, N, 0). Three linearly Independent reactions result e.g. from the system (11) and two compo-
nents (the atoms N and 0) thus yielding five equations as a function of e.g. the pressure of the mixture
and the three equilibrium constants.

The composition of dissociating air is generally computed based on the five-components model of
air just mentioned [31,137,160]. Here, a reduced set of the reactions is taken [137]:

N 2 + M 4 N + N + M, 9.8eV,

0 2 +M. O+O+M, 5.1eV,

NO + M .N + 0 + M, 6.5eV, (11)

0 +N 2 . NO + N, 3.3eV,

N+ 0 2 .NO + O, 1.4eV,

where the energies Involved (1 eV = 23,4 Kcal/g mol - 97.85 J/kmol) are taken from [31]. The different
characteristic times of the reaction rates of the single reactions cause the system of the equations to
become 'stiff'. This viriually precludes the use of explicit methods for the Integration of the species
equations with the source terms. A major cause of uncertainty is given by the forward and backward
reaction rate coefficients which must be determined from experiments. The forward or backward rate
coefficient which Is the coefficient In the corresponding law of mass action [43,67,137], is usually
approximated with the Improved Arrhenius formula with a temperature dependent coefficient:

k - A Tr exp (-E,,RT). (12)

A, b and the activation energy E. are the constants to be determined experimentally for each reaction.
In particular the constant A may vary by many orders of magnitude. The ratio of forward to backward
reaction rate coefficient Is the equilibrium constant which can be expressed in terms of the temperature
[67]. The chemical reactions may be Influenced considerably by vibrational excitation such that the
characteristic times are changed, and the difficulty of the simulation is increased [137].

The above brief remarks show the Importance of theoretical and experimental research with respect
to the determination of thermo-physical and chemical property data in the context of the simulation of
high temperature hypersonic air flow. This Importance Is further emphasized when considering the
boundary conditions at solid surfaces. Molecules are adsorbed on or by surfaces and may react yielding
products which leave the surface. Such heterogeneous reaction rates may be much larger than homo-
geneous rates [43]. With respect to the rate coefficients and the corresponding activation energies one
has to rely on experimental work [43]. This Is a handicap since the species conservation equations
require boundary conditions at the wall, namely the surface kinetics. Therefore often the surface is sim-
ply considered either fully catalytic or non-catalyIc, Ie. the limiting states.

Some other boundary conditions which are needed in flow with sufficiently low density are also
dependent on experimental research: If the Knudsen number is sufficiently high slip flow is present near
surfaces, and a jump in temperature occurs which can be formulated as a function of accommodat,-
coefficients for the transfer of momentum and energy of the molecules encountering the surface.

Last not least, the formulation of transport coefficients needed to simulate reacting ideal gas mix-
tures are not entirely understood and need further work, In particular In view of the application to higher
temperatures. The transport coefficients with respect to mass, momentum and energy transfer can be
determined as a function of Inter molecular force potentials based on gaskinetlc theory, see e.g.
[42,43,151]. In mullicomponent mixtures with thermodiffusion due to the large temperature gradients
within the boundary layer, approximations are quite useful Involving binary diffusion coefficients in
multicomponent formulae, see also the paper by Aupoix In the present proceedings.

Owing to the fact that other papers In these proceedings deal In more detail with the afore-men-
Honed topics they were just mentioned, and they will be discussed in the presentation of numerical
approaches whenever suitable. Note also that the problem of transition and turbulence modelling has
not been addressed for the same reason although those play an Important role in the aerothermal load
predictions.

5. SELECTED COMPUTATIONAL FLOW SIMULATION TECHNIQUES

Inviscid flow, boundary layer, viscous shock layer and PNS methods are treated elsewhere in the
present proceedings. It Is only noted, In passing, that 3-0 Inviscid flow (Euler) simulations have been
carried out, Including full chemistry, In the early seventies, e.g. at NASA, Ames. The main interest
focusses on time-dependent Navier-Stokes solutions here, although the listed references cite a large
body of work and reports covering all types of applications, carried out only recently.

i



Let us summarize the features of a simulation code required to ultimately simulate the hypersonic
flow past a vehicle such as HERMES or HOTOL. Since the computational methods by themselves cannot t
produce the needed better physical modelling as was Indicated earlier, It Is assumed that neither that is
a problem nor the generation of a suitable surface-fifted grid system. Such a code needs to be robust
and accurate at the same time as is the wish for any code. From the preceding two paragraphs it it clear
that the code must be able to treat or resolve the following features: extremely strong change of flow
variables across the bow shock wave, excitation and relaxation of internal degrees of freedom of the
molecules, dissociation of molecules and recombination of atoms, gas-surface interactions with possible
heat sources due to recombination near the wall, slip at the surface and a corresponding jump In tem-
perature, coping with the stiffness of the solution of the equations owing to the multiple time scales
because of the different reactions, and finally resolving properly the flow phenomena occuring within the
flow field such as e.g. shock-on-shock, shock-boundary layer, shock-vortex or vortex-boundary layer
interactions. Also, steep gradients need to be resolved near curved boundaries not only with respect to
velocity but also with respect to density and temperature. This is different from the requirements in the
usual transonic flow regime where, already, the solution of the energy equation seemed to converge
worst. The simulation of hypersonic flows past vehicles such as SANGER or NASP for design purpose
would require, in addition, the combustion problem imbedded in the air flow.

The state-of-the-art is viewed by the author to be transitional going from purely engineering meth-
ods (see e.g. [2] and consecutive papers) to more advanced techniques. While the engineering methods
need more "overall calibration" by means of wind tunnel testing, the newer methods seem to require
more subtle, realistic and detailed investigations, including the development of transport and reaction
models, and, of course, transition recognition criteria and turbulence modelling. As could be expected
most of the available methods consider first high-speed, so-called "cold" hypersonic flows before a more
realistic and more costly approach is carried out.

Note that no attempt was made to use a single notation for all discussions which follow due to the
involved complications. For details of the numerical schemes the reader is referred to the literature, in
particular in the case of real gases where the equations and transport processes become rather compli-
cated.

5.1 High-Speed Hypersonic Flows

High-speed hypersonic flows are generally encountered in wind tunnel environments whenever the
temperature in the stagnation chamber is sufficiently low. Thus these flows can, in principle, be
employed to check out the codes for accuracy of heat transfer and skin friction prediction for non-react-
ing fluids. Two examples are given below, which are both based on a thin-layer formulation of the vis-
cous terms, and on the unsteady form of the equations to arrive at a steady state if there exists one.
Experience shows that the thin-layer approximation is a very reasonable approximation in view of the
presently used grids. The first method is using local time stepping to accelerate the rate of convergence,
while the second approach employs a constant time step in order to be able to detect unsteady behavior.

The Navier-Stokes equations for laminar, thermally and calorically perfect gas and for general sur-
face-fitted coordinates (using the free-stream quantities p_ , U,,, , k_ and L as reference quantities,
where the viscosity coefficient Is obtained from Sutherland's law and where the heat conduction coeffi-
cient is computed with a constant Prandtl number) can be written as follows:

A A A A -,^

Q, + E, + F, + GC - Re Sc (13)

where solution and the flux vectors are
rp [ pU 1

A Pu IA u + p -,P

,,- PV E ^ V + +
-- p ), E = j - p~ I

SpwV pw+ 1
a ) ( + p) - P

[ PV 1[ p WA PUV + nP A puWV + 1-
F pV + J~P 'I G =J W p j (14)

with the contravarlant velocity components

V - C, + v.u + 4yv + ,rw (15)

W - nt + qu + qVV + q,w
wI t (I + Cu + afv +u Cw

with the stress flux vector
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0

jmu + (p13)Mg,

A
S - PMlvC + (,/3)m2Cy (16)

pMWC + (uI3)m2CZ

Pmlm 3 + (pl3)m2(Cu + CyV + Cz
w

)

where the following abbreviations are used:
m, = (2 + C2 +

m 2 = u + CyvC + CAC (17)

m3 = (u 
2 

+ + w
2
)/2 + Pr-I(y - 1)- 1

(a
2k

The equation of state is used in the caloric equation of state to obtain the pressure:

=(- )(e-- -p(u2 + V2+ w2) (18)

The metric terms are as usual and are given e.g. in [163, 166].

Implicit Up-wind High Resolution Scheme of Hinel and Schwane [161 to 163]

The numerical solution is Implicit and based on an upwind formulation of the convective terms and
a central differencing of the viscous terms. This is the usual approach for upwind Navier-Stokes sol-
utions. The Inversion of the implicit coefficient matrix is achieved by means of a relaxation procedure.

In order to apply upwind discretization to the hyperbolic part of equation (13) the flux vectors E, F

and 6 are split into forward- and backward flux vectors k1, Ft and 6t. The splitting proposed by van
Leer is preferred to that one of Stager/Warming because the split fluxes do not exhibit discontinuities
when an algenvalue vanishes, and because previous experiences have shown a very robust and effective
behavior. For high Mach number flows, however, the non-preservation of total enthalpy of the original
splitting concept leads to unphysical results for the wall temperature, see (161] and figure 7. Therefore

9 modified splitting concept is used [161,163] resulting in the following general flux Pt (for I
W/cIV ll < 1):

2cco

= ' l[I~I l v T2c (19)

W ±

with IVWIP, t.

P huv- W^ ± pc 2 C

A± = -u A± A v( + w2 , c20

A p20

w ~ ~ I + _La +Z] +w~
H~IV0 - -a )

Substituting wJ = one recovers/ E: = P± with U = W, etc. Thus the Navier-Stokes equations readA 
A

Q + eaQ =0 (21)

j
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with

SA _A+ A - A+ A.. A+ A I

ReQ-Ee + E + FY + F, + GC + GC - RS. (22)

An Implicit finite difference method is used with a spatially conservative approximation with the cell
boundaries r determined by averaging over the neighboring grid points. A first order accurate Implicit
backward Euler scheme Is employed for the time linearization such that equation (21) becomes

[6, + 6e (A+ + A-)+ 6,(B + B-) + 6(C + 
+ C - Re D)]" AQ = - ResQ", (23)

where the superscript n denotes the time level, A4
, B .C± and D are the Jacobians of the fluxes i.e.

A± = aE 'a/, 6, indicates the inverse of the time increment t
"
*
' - t", and AQ. Is the usual forward dif-

ference AlQ" = 6 - Q'.

For the Euler fluxes the van Leer MUSCL-type differencing is used (Monotonic Upstream Centered
Schemes for Conservation Laws):

A± A±" ±
E =/2 = E (QI+02, r, 2 ), (24)

where the variable at the Interface IF is determined according to

Qi+ U2 = Qi + 6Qi, Q/1+ 12 = Q1 +I -Qi+ 1  (25)

Second-order accuracy is obtained by assuming a piecewise linear distribution of the variable Q:

= -r .. ).( _~ + ).(26)

In order to avoid over- or undershoots near points of extrema or discontinuities the term 6Q, is limited
by means of a switching function 4p, which is zero near discontinuities and one in regions with smooth
solutions. The arrows in equation (26) Indicate forward or backward differencing and the corresponding
differences between mesh points across the surface in question. The left-hand implicit side uses a first-
order approximation of the fluxes (6Q, = 0, 6Q., = 0 in (25)) in the case of steady state solutions to
reduce the computational effort, see also [164]. The relaxation scheme is based on a collective point or
collective line Gaul-Seldel relaxation scheme In alternating directions. The time step is increasing with

decreasing maximum Residual ResQ" to accelerate further convergence.

Flux-split schemes exhibit Inherent numerical diffusion due to the upwindlng of the discretization.
Note that It seems that this numerical diffusion is not sufficient (combined with the flux limiter) to sup-
press oscillations near the bow shock wave beyond certain hypersonic free-stream Mach numbers if the
shock is captured (private communications: D. Hdnel, Aerodynamisches Institut, Aachen and M.Schmatz,
MBB, MOnchen). The consequence Is perhaps to apply an adaptive grid or else to fit the bow shock wave
the shape of which evolves with the solution. Initially the position and shape of the shock wave must be
guessed. A particular procedure had to be introduced to treat the shock wave differently: a regularly
triangulized mesh on the shock surface was used to obtain a solution [162,163]. Note that Hinel and
Schwane point at a weakness of the use of limiters which react to large gradients by Introducing addi-

1.1 Mo. 2.94rwt . Re. 2.2-10'

T, Pr .72
To--.. present.V LEER fluxes

"% - present. modi fluxes

1.0 0 VIVIANO el of.

0.9, 00

6 2
L

Fig. 7: Wall temperature distribution related to the inflow stagnation temperature as a function of the arc length

in the mid-plane of a hemisphere-cylinder body predicted with the original and the improved van Leer
splitting [161. 163].
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Fig. 8: Simulation of the flow past a double ellipsoid at M 8.15. Re = 2. 10 , a, = 250 (cold hypersonic flow
(165]), [163).

tional numerical diffusion (making the upwinding tend to first-order accuracy). This has been found by
studying flat plate flows [161], and may result In errors In particu!ar for hypersonic flows with anticipated
large gradients of temperature and concentration. Thus further investigations are needed in that direc-
tion for any flux-split scheme. Figure 8 shows a sample result for the flow past a double ellipsoid at large
angle of attack for cold hypersonic flow conditions.

Explicit-Implicit Central Finite-Differcnce Solution by Rideibauch and Mller [32,166,167]

The used set of governing equations Is practically identical with that one in the preceding para-
graph. This holds also for the formulation of the transport coefficients. Shock fitting Is also applied, see
the sketch in figure 9. No special treatment of the shock surface is, however, employed. Instead the
pressure behind the shock Is calculated based on the energy equation in non-conservative form as is
usually done. Then the shock velocity and the remaining flow variables behind the bow shock are eval-
uated from the Rankine-Hygonlot relations. With the shock velocity known the shock surface Is moved
along the coordinate lines intersecting that surface, and a re-meshing Is performed. This procedure
leads to oscillations In the shock shape If a strong shock-on-shock Interaction occurs as is the cdse for
the embedded shock In a M - 8.15 flow past a double-ellipsoid at zero angle of attack [165], where the
Interaction Is strongest. There Is work In progress to investigate whether an implicit treatment of the
shock boundary conditions ameliorates these conditions considerably.

The numerical scheme Is first-order accurate with respect to time and second-order accurate in
space due to central differencing. The temporal scheme is actually hybrid because only the wall-normal
differentials are discretlized In an implicit fashion while the surface-tangential ones are determined
explicitly:

tf+Gj - R*_lgn+1 -(Et + F. (27)

The advantage of reducing the computational effort In Inverting the implicit terms and of reducing the
storage requirements Is at the expense of a CFL-dependency due to the explicit differencing in the sur-
face-tangential directions. Note that a checker-board type relaxation scheme with alternating directions
Is used to efficiently solve the linearized and discratized equations (27) on vector computers. The sol-
ution Is Implicit In the direction of the coordinates between body and shock wave since in that direction
the largest time step restriction Is expected due to the fine mesh near the surface. It turns out, however,
that In particular the fine surface-tangential grids near the nose of practical spacecrafts with small radius
of curvature result In too small time steps such that an overall Implicit treatment of equation (27) seems
to become advantageous. Note that this problem does not arise usually for simple body shapes such as
blunted cones.

Since central dtferencing is being used explicitly added numerical diffusion Is required to damp
high-requency oscillations and those near captured discontinuities. While previously only fourth-order
damping was employed [166] with the coefficient on the explicit side being proportlonal to the time step,
the simulation of the flow past the double ellipsoid Is much Improved by Introducing second-order dif-
fusion with a flow-dependent coefficient (the normalized second difference of pressure known to be used
MacCormack and Jameson) [167].

The coordinate system used Is singular near the nose, see fig. 9, and the conservative variables
are determined there by averaged two-point extrapolations [166):

qj" (a, + a2q), (28)

/-t 1
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where j is the azimuthal direction with J,= being the maximum number of points In that direction. The
difference of the atagnation temperatures is surprisingly large, see figure 10, Influencing also the down-
stream distribution somewhat, while the pressure distribution is vlrtualy unaffected. This feature needsto be kept in mind when tackling the simulation of reacting hyperonic flows.

After the vaildaion of the code by comparison with experImental heat transfer and presre data
for a blunted cone and sphere [166], It Is applied to a more complicated flow case, namely the flow pst
an elIpsoid and a doubie ellipsoid [165]. figure 11 shows results for the simulation of the flow past a
singie slipsold [167]. The robustness of the scheme is intended to be Improved by implementing the
TVD concept advocated e.g. in [52,61,66] which shows promlsaing reults also for reacting air flow, see
e.g. (83]. As a first step towards the consideration of reel-gas effects the sir flaw will be treated as one
species in chemical equilibrium such that the change of the code Is minimum if tha approach of [69 to
72] Is employed.

While computing the flow past the single or double ellipsoid the flow at the downstream exit plane,
where extrapolation boundary conditions are used in the entire cross section, reversed at a certain angle
of attack. This problem wa overcome by simply extending the body further downstreml since there are
no dontra boundary conditions available (although the iength of te experimentaly intvestigated
body Is smnaller). in teat cses as such there may thus arts. the nee to consIder the base flow a wall.
Note that the scheme Is1 used with constant tim step In the computational domein such that unteady
flow behavior cn In fact be called unstedy.

A...2.8.
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Fig.lI: Skin friction lines on an ellipsoid (top), Mach number contours (left: +++ sonic line) and velocity
vectors at x/l 1.3 (L - large half axis). M. - 8.5. Re_., = 960000 ta 25*, 

T, - 296K. T. 8OOK.
mesh: 65x63x41.

5.2 Real-Gas Equilibrium Flow Simulations

As a first step towards the consideration of real gas effects the assumption of thermal and chemical
equlibrium Is usually made to consider one limiting case. In addition, to facilitate the computational effort
the air Is not considered a mixture of species (see e.g. [31,131]) but one species. The caloric relations
and the transport coefficients are then determinded by looking at tables or by using curve-fits, see e.g.
[69-72]. From the titles in the list of references it is evident that there exist quite a few approaches for
equilibrium air computations. Here, the attention is focussed on flux-difference or flux-split and TVD
(Total Variation Diminishing) approaches which became quite popular recently because they allow for the
use of relaxation schemes but have generally been used for transonic or supersonic free-stream condi-
tions employing directly the Ideal gas law for the formulation of the schemes. In [60) different numerical
flux formulations for the convection terms In the Ideal-gas Euler and Navler-Stokes equations are ana-
lyzed with respect to their accuracy In representing steady waves.

The most commonly used upwind formulations of the Inviscid terms In the numerical solution of
conservation laws are based on either flux-vector splittings of Steger-Warming or van Leer, or on the
Roe approximate Rlemann solver. These formulations all utilize properties of the Flux Jacobian matrix
and Involve the use'of the law for thermally perfect gases, where the speed of sound Is given as

For an equilibrium gas with the volume averaged enthalpy h - (i + pyp, with Z being the Internal
energy per unit volume and p m p(p, j), c2 Is however given by:

- (-z" It (A -. X+ rch. (30)
\ - P ); + BeP-p

Generalizations for such flows treating air as one species are reported e.g. In (77,78], and results for I-D
shock-tube problems are compared with each other and with other formulations in [81]. The elgenvalues
and elgenvectors of the Jacoblen matrices A, 8 (e.g. In 2-0) are used in approximate Rlemann solvers.
Given two states whose difference Is AU, Roe obtains an average A in e.g. the 4-dlrectlon satisfying

A - KAU for a perfect gas. The generalization in [78] Involves the pressure derivatives X and K, see
equation (30). Introducing H m h + (ul + vOY2, the same expressions for 9, V and T as for the pe~aet
gas are found with X and K satisfying

fAp + IFA Ap. (31)
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The values for 1 and 9 do not seem to be always uniquely defined [81] such that a reasonable choice
must be made.

The formation of Roe's Rlemann solver requires the use of the derivatives of the pressure, see
equation (30), while the others just need the speed of sound. Thus the quality of the curvefits of the
thermodynamic data may become important [69 to 72) as is noted in [81]. This situation may become
worse In viscous-flow simulations If second derivatives are needed, and the approximations exhibit
kinks. The Steger-Warming flux-vector splitting, which is more diffusive than the other solvers (also
shown by larger robustness In Ideal gas simulations), is reported to be less sensitive to a lack of regu-
tartly in the curve fits.

Flux-vector splitting methods divide the flux F into several parts each of which has a Jacoblan
matrix whose elgenvalues are all of one sign. The approach of Stager and Warming made use of the
relation F - A U valid for thermally perfect gases. Van Leer contructed a different splitting In which the
elgenvalues of the split-flux Jacoblans are continuous and one of them vanishes resulting In a crisper
simulation of captured shocks. In [77] the expressions of both of these splittings can be generalized to
an arbitrary gas by using the variable y - pclp, and adding to the split energy flux a term equal to the
product of the split mass flux and the quantity e. - c'/[6(y - 1)]- with E = E 1P.

The recent activities In using TVD methods associated with H. Yee Is e.g. described In the papers
[52,61,66,82] regarding Ideal as well as equilibrium gas simulations. The applications Include 2-D steady
and unsteady viscous flow simulations for which a temporally second-order Implicit algorithm is reported
to be slightly more stable then the temporally first-order Implicit algorithm. A variety of TVD schemes for
equations of the type given earlier in thin-layer approximation has been Investigated [82], where the
spatial accuracy depends on the form of the numerical flux functions. There exists many ways to achieve
higher order spatial accuracy and at the same time have ND-type properties, see for more details
[82]. For general fluids Yes concentrates the forthcoming efforts on the so-called non-MUSCL approach
In the formulation for the flux-vector, e.g. resulting in:

F+,.k - 2--)+1  (Fjk + Fj+1 *) + ( (GIA + G,+ 1.0 + 1(32)

where the last term Is some numerical diffusion providing the TVD properties for the scheme. The
MUSCL approach would replace the average of the fluxes at j + 1/2 by the sum of the fluxes from right
and left hand side Information at J+ 1/2.

For hypersonic flow simulations enhancements of stability and convergence rates are necessary in
comparison with transonic and supersonic flow simulations, see [82] for details. Figures 12 and 13 show
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Fig.13: Convergence history corresponding to the solution of figure 12, note the different scales for the ordi-
nates [82).

sample results for a first-order Implicit solution for a M = 25 flow past a 2-D blunt body where the mesh
Is fixed using shock capturing. Note that the real gas simulation requires roughly 25 times as many time
steps to obtain a drop In residual by six orders, see figure 13. This is Interpreted In [82] to be possibly
influenced by the 'glitches' In the thermodynamic representations of Tannehill and coworkers. The bow
shock wave Is nicely captured because one family of the grid lines is nearly aligned with the shock wave.

it Is noted that with this type of scheme perfect gas simulations have been carried out for steady
and unsteady shock-on-shock Interaction for hypersonic Mach number flow past a blunt (2-D) body based
on shock capturing [52,61]. Owing to the strong shocks a mesh adaptation was necessary which aligned
the coordinates with the shock structure locally. This was achieved by applying the spring concept of
Nakahashl and Delwert.

5.3 Non-Equilibrium Flow Simulations

In [150] an analysis of numerical formulations of time-dependent conservation laws for non-equill-
brium flow computations Is carried out. From the present list of references two computational
approaches are picked for discussion which treat three-dimensional flows. One Is the approach of Can-
dler and MacCormack [65,96,97], the other one Is associated with Yea [83,86,117], see also [103].
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Fig.14: Comparison of pressure (top) and species mass fractions (bottom) for a scramlet type flow (left) of sir
oxidizing hydrogen [117]. Z - 0.13 cm.
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FIg.15: Results for the Ideal-gas flow simulation for the X24C body [65]. Left: body surface, right: Pitot pressure
survey in front of the fins. o Experiment by Carver. M_ = 5.95, a = 6W
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Fig.16: Results for the non-equllllbrlum flow past a sphere-cone (96]. Mesh (left), contours of translational
temperature (top) and of vibrational temperature of N. (bottom). M. = 25.9, Re = 6280, N = 71kin.

Considering the solution of the combined fluid mechanical and chemical problem It Is not clear whether
It Is more suitable to solve the set of coupled equations, or to solve the fluid dynamical equations and
the remaining equations, separately. The Intuition favors the coupled solution which should Improve the
convergence, see also [83]. The typical equations for the conservation of species Including the form of
the stiff source terms, and the equations for the vibrational energies can be found elsewhere In the pro-
ceedings. This holds also for the formulation of the multicomponent tLansport coefficients, see also
[168]. It Is noted that according to [42, 43] It Is possible to extend the range of validity of the transport

coefficients by detefrmining the collision Integrals and other statistical quantities new with more accurate

methods.

In [83] and [117] a semi-implicit shock-capturing algorithm for the fully coupled governing
equations In generalized coordinates Is proposed which can be viewed as the explicit predictor-corrector
MacCormack scheme with a more appropriate numerical dissipation for the computation of strong shock

waves and an Implicit source term treatment for stability. In the formulation of the problem the global
moss conservation equation Is replaced by all species continuty equations. The shock-capturing tech-

nique Is a second-order accurate, total variation deminlshing (TVID) method which considers fully and
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directly the coupling of the fluid and the species equations. Note that the diffusion terms are central dif-
ferenced without Influence from the TVO terms, as Is usual. For a detailed description see [117], where
a more efficient procedure than anticipated Is given as well. This method Is applied to a five species
oxidation of H

2 in a scramlet related test case, see figure 14. In this figure the improved shock capturing
capabilities are clearly seen. It remains to be shown how the procedure works for high hypersonic
speeds with stronger shocks. A word of caution Is expressed in (86] where this method is said to prod-
uce incorrect numerical propagation speeds of discontinuities for a model problem. This is shown to be
associated with Insufficient local mesh resolution of the discontinuity for the evaluation of the TVD-pro-
ducing numerical diffusion terms. One alternative is to use mesh adaptation, the other is to reformulate
the diffusion terms.

Candler and MacCormack [65] have developed an implicit numerical method to integrate the
three-dimensional time-dependent Naver-Stokes equations using flux-spliting and shock fitting. The
flux-splitting Is due to Stager-Warming, and is used In a second-order formulation in all spatial
directions. Although the origin is referred to the reference [169] where a corresponding predictor-cor-
rector version is described, this property is not obvious from reading (65]. Shock-fitting is employed to
prevent oscillations near the strong bow shock and to capture the very strong gradients In the flow var-
lables near the bow shock wave. A compatibility equation is used for the outward running characteristic
to obtain a relation for the pressure behind the shock. The method Is fully implicit using GauB-Seidel line
relaxation to Invert the Implicit coefficient matrix. Note that explicitly added numerical diffusion is not
needed due to the flux-splitting. The method has been applied to the hypersonic ideal-gas flow past the
X24C body [65], see figure 15.

This method has been extended in two dimensions to simulate hypersonic ionized flows In chemical
and thermal non-equilibrium. The chemical and thermal source terms are treated in an Implicit fashion
so that the stiff chemical source terms do not degrade convergence to steady state. Note that the bow
shock wave is captured with the help of the diffusive Stager-Warming flux-splitting, and not fitted. For the
following application this Is probably not Important because the show wave Is anyway aligned with the
surface-fitted grid. 2-D results have been obtained for a five-species composition of air (N2 2 NO, 0, N)
and three vibrational temperatures. Further results are obtained with NO ionized thus increasing the
number of species by Iwo and the temperatures by two as well (NO*, e-). The set of equations used has
been taken and modelled following [36]. Figure 16 shows the obtained results in term of contours of
temperatures.

An Interesting approach Is pursued In [100] where the flow field In chemical non-equilibrium is
computed by first obtaining solutions for approximate (non-stlff) chemical source terms.

6. CONCLUDING REMARKS

This paper points out the difficulties encountered by computational fluid dynamics for the numerical
simulation of hypersonic flows in comparison with the classical Ideal-gas simulations e.g. for transonic
free-stream. Thereby the main interest is focussed on the numerical integration of the time-dependent
Navier-Stokes equations although the Involved numerical techniques for the corresponding convective
terms have, originally, been developed for Inviscid flow simulations. Such solutions are expected to help
to minimize the efforts of the designer of future spacecrafts. There seems to be still a long way to go.
Several reasons are responsible for this regardless of the ever growing computer capabilities. There are,
In particular, the uncertainties with regard to the thermo-physical modelling of air including the avail-
ability of appropriate transport and surface property and chemical kinetics data for the range of interest,
e.g. for reentry vehicles. Also a lack of transition and turbulence modelling has to be noted In this con-
text. The capabilities of numerical methods to simulate high-speed ideal-gas flows in three dimensions
shows that there Is a large potential to do realistic hypersonic flow simulations as well. However, some
of the new developments, involving flux-split relaxation schemes, have profited from the gas law for
(thermally) perfect gases, end need generalizations for use in non-equilibrium reacting air calculations.
Therefore It Is not surprising to see the old explicit 2-step MacCormack scheme survive Improved by
combination with a TVO procedure and Implicit treatment of the species source terms. A question of
major concern is whether the methods can live with strong shocks, bow shock waves as well as embed-
ded ones. This Is shown to be possible for some methods If the grid system is adapted such that grid
lines are roughly aligned with the shock structure locally. It is interesting to note that a scheme which
uses bow-shock-wave fitting for Ideal gases gives up this if used for non-equilibrium flow. All these
technical questions will undoubtedly find positive answers, sooner or later.

The author believes, however, that owing to the uncertainties in physical modelling dedicated
experiments have to be designed to systematically validate CFD-methods in order to avoid again dis-
crepancles between preflight analysis based on advanced numerical techniques and flight data. First
moves are made In this direction wherever there Is Interest In space vehicles in spite of the instrumental
difficultles to simulate real flight experimentally.
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SUMMARY

The lecture is devoted to a survey of theoretical and experimental problems related
with boundary layer transition at high speeds. On the theoretical point of view, emphasis
is given on the linear stability theory, which describes the first stages of the transition
process. It allows to explain the effects of various factors affecting transition, such as
wall cooling or bluntness. In incompressible flow, it is often associated with the en method
for predicting transition onset. The extension of this method to compressible flows will
be discussed.

As far as the experimental results are concerned, the main problem is that free-flight
conditions are very difficult to simulate in conventional wind tunnels, where the transition
location depends on the noise radiated by the nozzle walls. Typical experimental results
are presented in order to illustrate the influence of unit Reynolds number, wall curvature,
wall roughness, etc. Three-dimensional problems are also considered.

MAIN NOTATIONS

A wave amplitude

f frequency

hi total enthalpy

k roughness-element height

M Mach number

P pressure

p pressure fluctuation

R unit Reynolds number

Rx = UexVe

= 2= . Reynolds numbers

ve

RO -Uee
RB ue )-

Ve

Tu = (u'/uI e  free-stream turbulence level

T mean temperature

u, v, w mean velocities in the x, y, z directions

u', v', w velocity fluctuations

x longitudinal direction two-dimensional flows

y direction normal to the wall

z spanwise direction

U, W mean velocities in the X, Z directions

X direction normal to the leading edge three-dimensional flows

Z attachment line direction

a, B components of the wave number vector



8-2

6 boundary layer thickness6
= I j(1-ou )dy displacement thickness-PeUe

I

r6
e . 0u G - u dy momentum thickness

Iviscosity

v kinematic viscosity

p density

*angle of sweep

ow wall heat flux

9' wave number direction

Wcircular frequency

Subscripts and superscript

aw adiabatic wall

c cone

cr critical

e boundary layer edge (equal to condition for flat plate case)

fp flat plate

i imaginary part

o value at neutral stability Point

r real part

t turbulent

T transition onset

w wall

free-stream

root-mean-square value

1. INTRODUCTION

Since the classical experiments performed by OSBORNE REYNOLDS (1883), the instability
of laminar flow and the transition to turbulence have maintained a constant interest in
fluid mechanics problems . This interest results from the fact that transition controls
important aerodynamic quantities such as drag or heat transfer. For example, the heating
rates generated by a turbulent boundary layer may be several times higher than those for
a laminar boundary layer, so that the prediction of transition is of great importance for
hypersonic reentry spacecrafts, because the thickness of the thermal protection is strongly
dependent upon the altitude where transition occurs. Drag reduction for supersonic aircrafts
requires also a good knowledge of the transition mechanisms.

The present paper is devoted to a general survey of transition phenomena in supersonic
and hypersonic flows. The subject is rather wide, and several review papers have described
the state-of-the-art in the last years (MORKOVIN /1/ /2/, RESHOTKO /3/, MACK /4/, PATE
/5/ ...). What we will try to do is to illustrate the two completely different faces of the
transition problems at high speeds. On one side, we have the linear stability theory. It is
based on the linearized NAVIER-STOKES equations and describes the behaviour of the normal
modes which constitute the first appearance of boundary layer instability. The mathematical
as well as the numerical problems involved in this theory become increasingly complex as the
Mach number increases. On the other side, we have a large body of experimental results which
are often difficult to analyze or to correlate; for practical purposes, these data have been
used for developing fully empirical criteria, the accuracy of which is rather poor in many
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circumstances.

The purpose of this article is to show how both aspects can be associated for a better
understanding and a better prediction of the transition processes. For instance, the
so-called "e

n 
method" is empirical in nature, but it includes results of the linear stabi-

lity theory. From the experimental point of view, the development of measurement techniques
and the improvement of the flow quality in wind tunnels make possible to confirm theoretical
results. The first part of the paper summarizes the main elements of the linear stability
theory ; in the following sections, typical experimental results are described in order to
see if this theory is able (or unable) to explain the observed features in different situa-
tions.

2. FORMULATION OF LINEAR STABILITY THEORY

2.1. Historical background

The instability leading to transition starts with the growth of sinusoidal distur-
bances, the existence of which has been first demonstrated by the experiments of SCBUBAUER
and SKRAMSTAD (1948, /6/), in incompressible flow. In fact, the development of small,
regular oscillations travelling in the laminar boundary layer was postulated by RAYLEIGH
(1887) and PRANDTL (1921) many decades ago. Some years later, TOLLMIEH worked out a complete
theory of boundary layer instability (1929) and SCHLICHTING calculated the total amplifi-
cation of the most unstable frequencies 11933). For this reason, the instability waves
are often referred to the "TOLLMIEN-SCHLICHTING waves". A complete description of this pio-
neering work can be found in SCHLICHTING's book /7/. Nevertheless, the so-called "linear
stability theory" received little acceptance, essentially because of the lack of experi-
mental results. The experiments performed by SCHUBAUER and SKRAMSTAD completely revised this
opinion by demonstrating that T.S. waves constitute the first stage of the transition process.
In the last forty years, a large amount of work was devoted to a more and more complete
understanding of the linear mechanisms occuring at low speeds.

In compressible flow, the problem becomes more..complex. The first attempt to develop
a compressible linear stability theory was made by KUCHEMANN (1938). One of the most
important theoretical investigation was carried out by LEES and LIN (1946, /8/), who
used an asymptotic theory and deduced from the inviscid equations some fundamental results
related with the "generalized inflexion point" (see below, paragraph 2.3.). Subsequent
papers by LEES /9/, DUNN and LIN /10/, LEES and RESHOTKO /11/ were also based on asymptotic
theories. However, as it was pointed out by MACK, "some major differences between the
incompressible and compressible theories were not uncovered until extensive calculations had
been carried out on the basis of a direct numerical solution of the differential equations".
From 1960 to the present time, MACK performed a thorough numerical investigation of the
linear stability characteristics of compressible laminar boundary layer /12/ to /17/
his most important finding is the discovery of the higher unstable modes at supersonic
speeds. Compressible stability computations were recently published by MALIK /18/, /19/,
GASPERAS /20/, /21/, ARNAL /22/, among others.

2.2. Stability equations

A complete account of the linear stability theory is out of the scope of this paper
(see MACK's review papers /4/, /13/ for romnplete information). However, one needs to
introduce some theoretical elements for a comprehensive study of the experimental results.

The principle is to introduce sinusoldal small disturbances into the linearized
state, continuity, momentum and energy equations, in order to compute the range of
unstable frequencies. It is assumed that any fluctuation r' (velocity, pressure,
density or temperature) is expressed by :

r' = r(y)exp [i Iax + Bz - Wt)] (1)

The amplitude function r depends on y only : it is the so-called parallel flow
approximation. a, 8and w can be either real or complex quantities ; in fact, two theories
are essentially used :

- in the temporal theory, a and 6 are real and w is complex, so that (1) can be

written :

r' = r(y) exp(wit) exp[i(cax + Bz - wrt)] (2)

wi represents the temporal amplification factor. Depending on its sign, the distur-
bances are amplified (wi >0), neutral (wi = 0) or damped (i'<O) . wr is a circular
frequency. a and 8 are the components of the wavenumber vector in the x and z directions,
respectively. It will be shown that the wavenumber direction o = tan- (8/f) is a very
important parameter.

- in the spatial theory, w is real, a and S are complex. It follows from (1) that

r' = r(y) exp [- (aix + Biz)] exp [i (rx + Brz - wt)] (3)

We may define a real wavenumber k with an amplitude Ikl and a direction * :

Iki ( + Or 
)
0 and 0 - tan-'(Sr/ar) (4)
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The spatial amplification rate is a vector with magnitude a - (al + OI)V' and
direction T = tan-'( Bi/ai). If Bi is set equal to zero, the waves can be amplified
(ai < 0), neutral (ai -0 ) or damped (ai > 0).

As a general rule, GASTER's relation makes possible to convert a temporal to a
spatial amplification rate by using the group velocity concept /23/.

Introducing (i) into the linearized equations leads to a system of 6 ordinary
differential equations in y for the amplitude functions r(y). Due to the homogeneous
boundary conditions (all fluctuations must vanish at the wall and in the free-stream
except the pressure fluctuations which have a non-zero amplitude at the wall), the
problem is an eigenvalue one : when the mean flow is specified, a non-zero solution exists
only for peculiar combinations of the four parameters a, B, w and Re, where Re is the
Reynolds number. In fact, there are five real parameters in temporal theory (a , B, wr,
wi, Re) and six in spatial theory (ar,ai, Br, Oi, w, Re or k, *, a, *, w, Re).

From a numerical point of view, the data are the boundary layer mean velocity and
temperature profiles, the free-stream Mach number, the wall temperature, the characteristics
of the fluid and all but two parameters. The computation gives the two remaining parameters
(eigenvalues) as well as the disturbances amplitude profiles (eigenfunctions).

2.3. Inviscid theory

In this theory, it is assumed that the viscosity acts only on the mean profiles
furthermore, the terms of the order 1/Re are neglected in the stability equations. The
mathematical study of the inviscid theory shows up the importance of two parameters :

a - The first one is the so-called "generalized inflexion point", which corresponds
to the altitude ys where

d [ du]
Ty- Pdy Y 5

where p and u are the mean density and the mean velocity. It was demonstrated by LEES and
LIN /8/ that the presence of such a point is a sufficient condition for the appearance
of unstable disturbances ; it is also a necessary and sufficient condition for the exis-
tence of a neutral subsonic wave (the definition of a subsonic disturbance will be given
below) ; the phase velocity of this wave is the mean velocity at yS. However, these
results are valid only if

_u (ys) > 1 m

Let us consider the flat plate case. When the Mach number increases, the generalized
inflexion point goes from the wall towards the outer edge of the boundary layer, and the nu-
merical results indicate that the range of unstable freuencies is enlarged at high Reynolds
numbers. It is clear that this "inflexional instability plays a crucial role for insta-
bility and transition in hypersonics.

b - The second parameter is the "relative Mach number", A, which is defined as

A = m - c/a (see figure 1) (7)

M is the local Mach number ; for classical boundary layer profiles, it increases
from 0 to Me between the wall and the free-stream. c is the phase velocity of the waves
it does not depend on y & for two-dimensional waves (B = 0), c = wr/a in temporal
theory, and c = /ar in spatial theory. a represents the local speed of sound, which
depends on the mean temperature distribution ; 2bviously, it takes a non-zero value
ft the wall. The disturbances are subsonic if M2 < 1, sonic if M2 = 1, supersonic if
N
5 > 1.

M - c/Q = M

50 4 -10

of
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If a wave is locally supersonic, say between y =0 and y =YM (figure 1), the
mathematical nature of the stability equations changes, and any eigenvalue problem admits
an infinite sequence of neutral solutions ; for instance, in the temporal theory and for
two-dimensional disturbances, there is an infinity of neutral waves (wi = 0) having the
same phase velocity wr/U but different wavenumbers a . These multiple solutions (the
higher modes) were first discovered by MACK for boundary layer flows /12/ ; in the case
of adiabatic wall conditions, they appear when the free-stream Mach number exceeds 2.2.

3. STABILITY COMPUTATIONS FOR ZERO PRESSURE GRADIENT FLOW ON ADIABATIC WALLS

3.1. Basic flow and assumptions

The stability diagrams which will be presented below were obtained by using a
computer code developed at ONERA/CERT /22/. The results are in good agreement with those
published by other authors (at least for the neutral curves). In these calculations, the
basic profiles are two-dimensional mean velocity profiles and the corresponding mean
temperature profiles computed for the flat plate case by solving the classical compressible
similarity equations :

d ( 0Po f.,) + ff" = 0

d ( W0 1 s + fs + e d ( rl P11 flf") = 0 (8)
Pw Pw Pr hie dn Pr pw 

1
w

with f _R_ S= hi_
ue hie

n= ue pdt , = 4w ue dt (LEVY-LEES transformation)

00

The real gas effects are not taken into account, and the Prandtl number Pr is
constant (Pr = 0.725). The ' denotes derivatives with respect to 9.

In the stability computations, the spatial theory is used, and it is assumed
that the amplification vector is aligned with the mean flow direction x, i.e. ei = 0
or = D . Justifications of this assumption are given by MACK /17/.

3.2. Stability diagrams for two-dimensional waves

Figure 2 shows examples of stability diagrams computed for two-dimensional waves
(4 = 0') and for Mach numbers ranging from 0 to 10. For the sake of clearity, only some
iso-amplification curves (- ci > 0) are plotted in the (Reynolds number, wavenumber)
plane. The Reynolds number is computed from the displacement thickness 61 , the free-
stream velocity us and the kinematic viscosity ve of the outer flow. ar and ci are made
dimensionless with this displacement thickness. For each Mach number, there is a critical
Reynolds number (Rdicr ) below which all disturbances are damped.

The first observation is that the stability diagrams do not change very much when
the Mach number increases from 0 to 1.3. (Figure 2a-b). This can be explained by the
fact that the generalized inflexion point remains very close to the wall in this Mach
number range, and the boundary layer is unstable essentially through the action of
viscosity : this phenomenon, whereby the maximum amplification rate increases with
decreasing Reynolds number at a fixed value of w or cr, is called viscous instability
stability diagrams where viscous instability is present exhibit a local maximum of
- ci at finite Reynolds numbers, and the curves of equal amplification rate are closed
around this peak. Another important observation is that the amplification factors of
the unstable waves are clearly smaller in the transonic range than in incompressible
flow, even if the critical Reynolds number remains of the same order.

At higher Mach numbers, the altitude of the generalized inflexion point increases,
and the inflexional instability plays a more and more important role : the inviscid
theory shows that there is a range of unstable cr or w at infinite Reynolds number and
this range is enlarged with increasing Mach numbers ; as a consequence, at large but
finite Reynolds numbers, the curves of equal amplification rates tend to be parallel with
the R6r- axis. For Me = 2.2 (figure 2c) , the stability diagram clearly shows the viscous
instability (below R& a 7000) and the inflexional instability (beyond R6, a 7000). The
later becomes predominant for Me - 3 (figure 2d).

It has been noticed previously that higher modes could be computed as soon as the
free-stream Mach number becomes larger than 2.2, but they are at first associated with
very large wavenumbers. For this reason, only the first unstable mode is plotted in
Figures 2c and 2d for Me - 2.2 and 3. However, when the Mach number is increased, the
second unstable mode appears at lower and lower wavenumbers. This is illustrated in Figure 2e
(Me - 4.5), where the first and the second modes are close together. Let us observe that
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the second mode is more unstable than the first one the ratio of the maximum ampliri-
cation rates is of the order of four or five. At Me 4.8 (Figure 2f), the two unstable
regions join each other and there is only one neutral curve in hypersonic conditions
(Figure 2g to 2i). However, when the phase velocity c - w/ar is plotted as a function
of ai, two well defined regions can be observed ; as an example, the curve c(ai) is
shown in Figure 3 for Me = 7 and R61 = 10s. The bump between points A and B corresponds

C B

0.95 Second

B mode Figure 3 - Phase velocity as a function
of the awplification rate.

First The points A, B and B' are
mode reported in figure 2h. The

0 arrows indicate increasing0.90. frequencies

A
0.85 I

0 0.05

to the first mode, and the loop between B and B' corresponds to the second mode. At larger
Reynolds number, the growth rate at point B will tend to zero ; at infinite Reynolds
number, the phase velocity at points B and B' will be equal to the mean velocity at the
generalized inflexion point. Let us recall that the concept of higher modes deals
essentially with the phase velocity of some particular neutral disturbances, whatever
the number of separated neutral curves is.

3.3. Stability diagrams for oblique waves

The previous results were obtained for two-dimensional waves. However, an important
aspect of instability in compressible boundary layer is the effect of the wave direct4'n
* on the amplification rates. In incompressible flow, only the two-dimensional waves need
to be considered, because it can be demonstrated that they are the most unstable ones
(SQUIRE's theorem). This is no longer the case in compressible flow, even at moderate
Mach numbers. Figure 4 shows the evolution of the maximum amplification rate at a given

102(_ai)max

Figure 4 - Effect of the wave orientation 0.5 Me RSi

on the amtification rate. o 0.9 3000
(transonic flow). 1.1 2500

0 1.3 2500

0 20 40 60

-0

Reynolds number, as a function of the wave direction. Three Mach numbers in the transonic
range are considered, Up to Me - 0.9, the maximum value of - ai corresponds to - 00.
But at higher Mach numbers, it is clear that the largest amplification rate is obtained
for a non zero value of the angle.

In supersonic and hypersonic conditions, the evolution becomes more and more
complex, as it can be seen in Figure 5, where two stability diagrams are represented
for Me - 4.5 and two values of * ; 0 and 60*. Changing the wave orientation stabilizes
the second mode, but increases the instability of the first one, so that it becomes
difficult to define the "most unstable direction".

i iJi m mm muHUm m m
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1 
W

S-0.04 0.'

.2 1.6 1.8

0 10 R810 R20 210'

Figure 5 - Effect of the wave orientation on the amplification rate (Me = 4.5)

3.4. Examples of eigenfunctions

Figure 6 shows the amplitude profiles u', v', computed at point B' in Figure 3.
The velocity fluctuations and the temperature fluctuations are made dimensionless with
the free-stream velocity ue and the static temperature Te, respectively. As the
stability equations are linear, the amplitude profiles are known with an arbitrary
multiplicative factor. In the present computations, this arbitrary constant was chosen
in such a way that max(a') = 1. The crosses indicate the location of the generalized
inflexion point yS , and the disturbances are locally supersonic between the wall and
the altitude 

1
' indicated by the square symbol. The main observation is that the ampli-

tude of the temperature fluctuations is two orders of megnitude larger than that of the
velocity fluctuations. In addition, the narrow peak of .' is located around the altitude
of the generalized inflexion point, near the outer edge of the boundary layer. This
remark is also valid at lower Mach numbers : when Me increases, the generalized inflexion
point moves outwards, the peak of the temperature fluctuations follows its movement
and becomes sharper and sharper.

U
1 100

0 0
0 0.5 1 0 0.5 1

Figure 6 - Ampitude profiles of the velocity and temperature fluctuations
(Me = 7, point B' in figure 3)

Amplitude profiles of the pressure fluctuations are plotted in Figure 7, as well
as the corresponding phase distributions. The calculations were performed at points B
and B' of figure 3 and illustrate the differences between eigenfunctions of the first
and second modes. At point B (first mode region), the sign of p' does not change between
the wall and the free-stream. At point B' (second mode region), a sudden phase shift of
180* is observed at y/6 s 0.15 : at each instant, the pressure fluctuations are of
opposite sign below and beyond this altitude. A complete discussion of this behaviour
was given by MACK /4/ /13/ in the light of the inviscid theory.
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a) Point B in figure 3 (first mode)
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b) Point B' in Figure 3 (second mode)

Figure 7 - Amplitude and phase profiles of the pressure fluctuations (Me = 7)

4. ORIGIN AND THREE-DIMENSIONAL EVOLUTION OF THE T-S WAVES

4.1. Receptivity

Some properties of the laminar boundary layer as a linear oscillator have been
reviewed. But how are the TOLLMIEN-SCHLICHTING waves excited by the available distur-
bance environment ? This question is a part of the problem which is usually addressed
under the word of "receptivity", introduced by MORKOVIN /1/ (see also RESHOTKO /3/).
The receptivity describes the means by which forced disturbances (free-stream turbulence,
sound field, surface roughness, etc.) enter the laminar boundary layer ; it describes
also their signature in the disturbed flow. At this point, two different cases need to
be considered :

a - If the forced disturbances are small, they will tend to excite the TOLLMIEN-
SCHLICHTING waves, which constitute free responses of the laminar boundary layer to the
disturbance environment. The problem is to find the link between the characteristics of
the forced disturbances and the initial properties of the instability waves as they
start to grow. In fact, each class of disturbances imposes its particular signature and
there is no general receptivity theory. The question will be discussed below for some
factors affecting transition : free-stream turbulence (section 5.1.), wind tunnel noise
(section 9.1), unit Reynolds number (section 11), sweep angle (section 16.2).

b - If the forced disturbances are large, transition occurs very rapidly, without
resorting to linear mechanisms : it is a "bypass" (MORKOVIN , /24/). The transition
Reynolds number can be lower than the critical Reynolds number computed from the linear
stability theory. A typical example of "bypass" is the leading edge contamination, which
is described in section 16.

4.2. Non linear evolution and breakdown

Let us assume now that there is no bypass and that TOLLMIEN-SCHLICHTING waves
were generated through the action of a certain receptivity process. These waves grow
according to the linear theory ; when they reach a finite amplitude, the quadratic
terms neglected in the theory become appreciable and three-dimensional effects appear.
The problem is fairly well documented at low speeds, both theoretically and experimentally

20 3D Breakdown
waves WOves

Figure 8 - Smoke visualimation of the different stages leading to transition
on a cylinder (Knapp st al.)



810

(see review paper by HERBERT /25/) ; Figure 8 shows an example of smoke visualization
made by KNAPP et al. /26/ on an ogive nose cylinder. The waves are initially two-
dimensional and look like smoke rings around the cylinder ; they are then distorted
into a series of "peaks* and "valleys". As the flow proceeds downstream, this pattern
becomes more and more pronounced. A high concentration of vorticity appears at the
peak positions and forms a high shear layer, which finally breaks down into small
vortices. These vortices in their turn produce smaller vortices ; then, a turbulent
spot is formed.

Unfortunately, very little is known about the non-linear mechanisms in supersonic
and hypersonic flows. "The non-linear effects responsible for transition at high speeds
are still very much a mystery /27/". It can be guessed that the non-linearities are
created by the temperature or density fluctuations, the amplitude of which is several
times larger than the velocity or pressure fluctuations. Experiments on cones revealed
the existence of unstable frequencies which are not predicted by the linear theory ; they
are probably the result of a non linear behaviour (see section 9.2).

To our knowledge, the only direct numerical simulation related to this problem
was carried out by ERLEBACHER and HUSSAINI /27/. They studied the non linear interactions
between a two-dimensional wave and two oblique waves at Mach 4.5. These interactions
trigger a secondary instability, with the appearance of a peak-valley system, but, by
contrast with the incompressible case, the high shear layer develops in both the peak
and valley planes, which lose their characteristic distinctions. The spatial evolution
of the secondary instability is very slow, and the question arises of the length of the
non linear zone at high speeds. In incompressible flows, the distance between the end of
the linear region and the breakdown to turbulence is rather short ; this explains that
calculation methods based on linear theory (such as en method) provides us with good results
for predicting the transition location. Due to the lack of information, it is assumed
that similar techniques can be used in compressible flows, as it will be discussed in the
following section.

5. INSTABILITY AND TRANSITION

5.1. en method

The problem is now to establish a link between the instability properties and the
transition onset. So far, the most commonly used method is based on the computation of
the total amplification rate of unstable waves.

For a given mean flow, it is possible to compute a stability diigram (Figure 9)
showing the range of unstable frequencies f as a function of the streamwise distance x.
Let us consider now a wave which propagates downstream with a fixed frequency f. This
wave passes at first tHrough the stable region ; it is damped up to xO , then amplified up
to xl, and at last it is damped again downstream of xl . At a given station x, the total
amplification rate can be defined as

ln(A/A) - ai dx 9i

f

Figue 9Typial tabiitydiagraminpyca
Xcoor tes. Definition of the total

[aplification rate and of the envelope

A Ac

Ln( AA)
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A is the wave amplitude, and the index o refers to the streamwise position where
the wave becomes unstable. In equation (9), x and ai are dimensional quantities. For
self-similar boundary layer profiles on a flat plate, it can be demonstrated that

K - R =/Rx - constant (10)

and relation (9) is also expressed by

R61i

ln(A/Ao) = i- o idR61 (11)

where ai is made dimensionless with 61, as in the previous paragraph.

The total amplification rates are then calculated for various frequencies. The
envelope of these curves is

n = Max (InA/A) (12)
f

At the present time, to predict transition, one must place reliance on empirical
procedures. The en method, proposed by SMITH and GAMBERONI /28/ and VAN INGEN /29/, was
the first one to correlate amplification and transition in incompressible flow. By
comparing theoretical envelope curves with measured transition locations, the breakdown
was found to occur for n = 7 to 9. This means that turbulent spots appear when the most
unstable frequency is amplified by a factor e' to e

9
. In fact, the value of n at transi-

tion onset depends on the disturbance environment, and MACK /15/ suggested the following
empirical relationship :

n = -8.43 - 2.4 lnTu at transition, (13)

where Tu is the free-stream turbulence level. For instance, for Tu = 10-3
("clean" wind tunnels), n = 8.15 and for Tu = 10

-
2, n = 2.62. Let us observe that this

equation can be related with the receptivity concept if it is assumed that transition
occurs for a fixed value of A, then the initial amplitude of the disturbances is propor-
tional to Tu '.

Let us recall that the en method was developed for low speed flows. The problem is
to know if it remains valid for compressible boundary layers.

5.2. Applications to the flat plate case

Envelope curves are plotted in Figure 10 for 4 supersonic Mach numbers ; we consi-
dered two-dimensional waves (Br = 0), as w3ll as oblique waves (Br # 0) associated with
the most unstable angle (strictly speaking, this angle depends on the Reynolds number
for each Mach number, but its variation is rather weak). Up to Me 5, the oblique waves
are the most unstable ones ; however for hypersonic flows, the two-dimensional waves
become the most amplified again.

n n

Y/ Me0. 01-------
00

0o a

0 0
0 5 10 0 10

n -o 10-' R 8 n
10 M e=_4.8 10 - FMeS--5.B

0 L5

-

0 
0 1

0 20 0 20 40

Figure 10 -Exmptes of envelope cur~ves
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Figure 11 shows an application of the en method for adiabatic flat plates. The
stability diagrams were used for computing the theoretical streamwise Reynolds numbers
which correspond to different values of the n factor, as a function of the free-stream
Mach number. If it is assumed that transition occurs for a fixed value of the n factor,
each curve represents the evolution of the transition Reynolds number when Me increases.
It can be observed that compressibility has a strong stabilizing effect in transonic
flow ; it becomes destabilizing for Mach numbers between 2 and 3.5, and stabilizing again
in hypersonic conditions.

10-6 Rx

t fln 10,

15s Figure 11- Application of the e
n 

method (fiat plate,8/ adiabatic wall).

- Mack /14/

/ experiments /30/

10-

0 2 4e

Curves computed by MACK /141 for t = 4.6 and 6 are also plotted in Figure 11.
Although there are some differences between these results and our calculations, the general
trends are the same.

It has been noticed previously that the value of n at transition onset is usually
between 7 and 10 in "clean" subsonic wind tunnels. The problem is obviously to know if
similar values of n are observed at high speeds. The solid symbols in Figure 11 represent
experimental data obtained at ONERA some years ago /30/ : they correspond to low values
of the n factor, between 2 and 4. Numerous examples could be given for illustrating the
fact that in conventional hypersonic wind tunnels, the measured transition Reynolds
numbers are rather low, say between 2 and 3 millions. Possible origins of this behaviour
are discussed below.

6. THE PROBLEM OF WIND TUNNEL SIMULATIONS

It is well known that transition on a smooth surface can be triggered by the
disturbances which are present in the free-stream : velocity fluctuations u' (free-stream
turbulence), pressure fluctuations p' (acoustic disturbances), temperature fluctuations T'.
The problem is very complex, because the effect of these various disturbances depends on
the Mach number range (PATE, /5/).

At low speed, the transition Reynolds number is very sensitive to the free-stream
turbulence level Tu, as it is indicated by the relation (13) ; however, if Tu becomes
very low, pressure fluctuations (fan noise for instance) can be of major importance for
inducing transition.

In transonic flow, acoustical phenomena linked with slotted or perforated walls
give rise to strong pressure disturbances, which cause early transitions. Better results
are obtained in transonic wind tunnels with solid walls.

In supersonic and hypersonic flows, the main factor affecting transition is also
the noise, the origin of which lies in the pressure disturbances radiated by the turbulent
boundary layers developing along the wind tunnel walls. The effects of u' and T' have not
been firmly established for Me > 3.5.

The rms value of the pressure fluctuation intensity, ', was measured in many
supersonic and hypersonic wind tunnels. Figure 12 shows a correlation proposed by
HARVEY /31/, who collected a large amount of measurements for Mach numbers up to 50. The
free-stream disturbance intensity p. is plotted versus M_ in two dimensionless forms,
./P. and /q, P_ is the free-stream mean static pressure and q_ is the mean dynamic
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Figure 12 - Free-stream pressure disturbances in wind tunnels (Harvey).

pressure. The strong effect of the wind tunnel noise on the transition Reynolds number is
illustrated in Figure 13 (HARVEY, /31/) where values of RXT measured on cones and flat
plates are given as a function of './q., for 4 < M_ < 23. There are two separate mean
curves for cones and flat plates, but the effect of the Mach number disappears completely
in this representation.

10, Me  15I

2 flight - Sharp cones

Flaunqged symbols) Figure 13 - Effect of wind tunnel noise on

the transition Reynoltd number (Harvey].

6V

4 Data fairing

2 -. %
10

5  
, " ,, L L
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"5  

1 1 2 4 65122 2 46I o-
Z

PATE analyzed also available wind tunnel data and developed an empirical criterion
for "natural" transitions measured in supersonic and hypersonic facilities. This criterion
is a correlation between the transition Reynolds number RXT on the model and the parameters
acting on the noise intensity : the tunnel test section circumference P and two charac-
teristic parameters of the turbulent boundary layer on the nozzle walls (mean skin friction
coefficient CF and displacement thickness 6c). As for HARVEY's criterion (Figure 13), data
for cones and flat plates can be represented by two different curves, the general expression
of which is /5/ ;

RxT =aCF a3(P)/ (61 /P) 2 , with

I a, I a2  I a3(P), P in meters

2Flat plates 0.0126 2.55 1 if P<1.22 m

I 0.56 + 0.536/ P if P > 1.22 m I
1 I(14)

Cones 48.5 140 1 if P< 1.22 m

1 0.8 + 0.244/p if P > 1.22 m
I1



8-14

This correlation is shown in Figure 14.

to. ao

RXT, pa 3

Figure 14 - Correlation proposed
by Pate

LO

Cone

Pjanar

• I CF

If the free-stream Mach number and the wall temperature ratio Tw /Taw are constant,

the flat plate relations lead to the following expression a

RJ-T ' (ue/Ve)'
5  

g(P) (15)

g increases as the test section circumference increases. This shows that the
transition Reynolds number increases with increasing unit Reynolds number Ue/Ve and
increasing wind tunnel size. The effect of the latter parameter was firsu demonstrated
by PATE and SCHUELER (1969, /32/), who conducted an extensive research program to
study the correlation of RXT with radiated noise in supersonic flow.

Another correlation, which was used during wind tunnel tests of a smooth model

of Columbia space shuttle, is expressed by the simple relationship :

(Re/Me)T = constant, of the order of 200. (16)

RO is the momentum thickness Reynolds number of the laminar boundary layer
which develops on the model. The values of ROT deduced from (16) are too low when
compared with free flight data on smooth models.

Since the radiated noise is inherent in the presence of walls around the model,
there is little doubt that wind tunnel conditions cannot simulate properly flight
conditions. In order to reduce the noise level, it is necessary to delay transition on
the nozzle walls, because a laminar boundary layer is less noisy than a turbulent one.
This was done in the "quiet tunnel" built in NASA LANGLEY with a free-stream Mach
number M. = 3.5. A cutaway isometric sketch of the nozzle is presented in Figure 15, and
a detailed description of the wind tunnel was given by BECKWITH et al /33/. The nozzle

Figure 16 - Sketch of the nozzle

of the "quiet tunnel"
(Beckwith et aL.).

THROAT = 0.98 x 10.025 in. WIDE
EXI T = 6.178x 10.06 in. W1DE

THROAT TO DOT LENGTH = 15.467 in.
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is two-dimensional and differs in design substantially from 
more conventional ones.

Three notable features are the use of a rapid expansion contour, a wide separation of
the two planar side-walls and the provision of boundary layer bleed slots shortly upstream
of the nozzle throat. For unit Reynolds numbers between 2.5 1OP and 15 i1 per inch,
the observed values of " /P. were found to vary from 0.03 10

-
2 up to about 0.8 10

-
,

depending upon the unit Reynolds number, the axial location and the bleed slot flow (bleed
valve open or closed). The minimum value is one or two orders of magnitude below that
which is measured in conventional wind tunnels, see figure 12 ; it corresponds to laminar
boundary layers on the nozzle walls. The higher no-se levels are caused by radiations from
transitional or turbulent wall boundary layers ; they are comparable with the levels
reported for other tunnels at the same Mach number. With the lower value of h'/P, the
transition Reynolds number measured on a 50 half-angle sharp cone are two or three times
larger than those obtained in conventional wind tunnels.

108

Rx,
0t %>A

00 Figure 16 - Transition Reynolds numbers on cones
A (Beckw'ith)

10 ^ Symbols : free flight conditions

: mean curve for conventional
A wind tunnels

A:"quiet tunnel"

Me

10
6

0 4 8 12 16

The situation is summarized in Figure 16 it shows flight transition data which
were collected for sharp cones by BECKWITH /34/. The transition Reynolds numbers are
plotted as a function of the Mach number. The figure also contains a correlation for wind
tunnel transition data, which lies much below the flight experiments. The range of results
obtained in the "quiet tunnel" are reported for comparison.

The general trend of the flight data seems to be in qualitative agreement with
stability computations (Figure 24): RxT exhibits a maximum for Me a 3 and a minimum for
Me 5-6. A quantitive comparison, however, cannot be made, because the flight data have
been obtained for varying conditions of wall temperatures, the distribution of which is
not known in many cases. It will be shown in the next section that the ratio Tw/Taw is a
very important parameter in the experimental results as well as in stability computations.

7. WALL TEMPERATURE EFFECTS

7.1. Experimental results

The first effect of wall cooling is to modify the evolution of the mean properties of
the laminar boundary layer. For instance, when the wall is cooled, the shape factor H
decreases, as well as the ratio R6,IV/-.

As far as the influence of Tw/Taw on transition onset is concerned, Figure 17 shows
experimental results collected by POTTER /35/ : the ratio RXT/RXTO is plotted as a
function of Tw/Taw for Mach numbers between 1.4 and 11. RxTO is the transition Reynolds

_ Cone

RXT ___ Flat plate
Rx~oT O 3 e = 3.5 4 2.7

Pigu,,e 17 - Effect of wall f= 2
cooling on the 3.65
tr'nsition
Reynolds number 8.2 1
(experiments collected 2 1.38
by Potter).68

1.

4.7 -. 0 Tw /Tdw

0 0.2 0.4 0.6 0.8 1.0
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number measured under adiabatic conditions. At a given Me, only data for a constant unit
Reynolds number R = Ue/ve were used, but different values of R had to be accepted at
different Mach numbers. In fact, the influence of wall cooling varies somewhat with unit
Reynolds number : this is illustrated by the two curves for Me = 6.8 in Figure 17, where
the upper curve corresponds to a smaller value of R.

Although there is some scatter in the data, it appears that cooling the wall
delays transition onset. This effect is rather strong in the transonic range, but it is
greatly reduced when the Mach number increases. Some experiments in hypersonic flow did not
reveal any wall cooling influence ; for instance, SANATOR et al. /36/ covered the range
0.08 STw/Taw 0.4 at Me = 8.8 and found no significant change in RxT on a sharp cone.
These results were not reported in Figure 17, because the value of RxTO is not known.
Recently, NAGAMATSU et al. /37/ stated that over a Mach number range of 8 to 10, wall
cooling effects "do not seem to influence the stability of the hypersonic laminar
boundary layer".

Another interesting feature which can be observed in Figure 17 is the appearance
of "transition reversals" and "transition re-reversals" : in some cases (Me = 3.54 and 8.2),
when the wall temperature decreases, the transition Reynolds number is at first increasing,
then decreasing (transition reversal) and increasing again (transition re-reversal). This
phenomenon was observed in conventional wind tunnels, but also in completely different
facilities : BOISON /38/ conducted a series of experiments in a shock tube and measured
several transition reversal loops ; SHEETZ /39/ and REDA /40/ both studied cones in an
aeroballistics range and reported also multiple reversals.

The origin of this behaviour has not been clearly established . When Tw/Taw
decreases, the boundary layer thickness is reduced and surface roughness becomes a more
and more critical parameter. Roughness elements can be caused by undetected frost formation
at low surface temperatures (the tripping effect of ice cristals was convincingly demons-
trated by LYSENKO and MASLOV /41/). Another explanation could lie in the complex evolution
of the stability characteristics when the wall is cooled.

7.2. Stability analysis

The stability of laminar boundary layers on cooled walls was studied by BOEHMAN and
MARISCALCo /42/ in transonic flow, by MACK /13/, WAZZAN et al. /42/, MALIK /18/ in
supersonic flow. Systematic computations are currently performed at ONERA/CERT by
F. VIGNAU /44/ ; most of the results which are presented below come from this latter
work.

At first, it is interesting to look at the evolution of the generalized inflexion
point when the free-stream Mach number and the wall temperature are changed. As an
an example, Figure 18 shows the variations of p !

u 
through the boundary layer thickness,

dy
for Me = 7 and four values of the ratio Tw/Taw. We recall that the generalized inflexion
point, which plays a crucial role for stability analysis in compressible flow, corresponds

to the altitude where d (p vU) = 0. For adiabatic conditions, the generalized inflexion

point is associated with the maximum value of p du/dy and is located near the boundary
layer outer edge. As cooling is applied, a second generalized inflexion point appears
close to the wall ; at this point, p du/dy is minimum. With increasing cooling, the
second generalized inflexion point moves outwards, whereas the altitude of the first one
decreases slightly.

0.4

0.3 ((b)

0.2

0.1

dU o. 11

6
0.8

0.4

0. oo , 1 0

p y for Me 7 , TWTaw 1 (a), 0. 9(b), 0.5 (c), 0. 3(d)
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M. 10

t - Figure 19 - Location of the generalized
inflexion points as a

function of Me and Tw/Tato

0.5

0 0.5 1

These observations can help to understand the set of curves which are plotted in
figure 19 : the mean velocity taken at the position of the generalized inflexion points
is given as a function of Me and Tw/Taw. At a given Mach number, the two generalized
inflexion points draw nearer as Tw/Taw decreases, join each other (except for Me = 10)

and finally both of them disappear . The curve defined by - = 1- is also plottedu-e Me saloplte

in this figure. As it has been previously noticed, LEES and LIN deduced from the inviscid
theory that the sufficient condition for the existence of amplified disturbances is the
presence of a generalized inflexion point at some altitude yS such that-u (Y ) 

>  
1 1

eys) > 1 - . It is clear from this restriction that only the upper generalized

inflexion point has to be considered for applying LEES and LIN results. This is confirmed
by the fact that a sharp peak in the temperature fluctuations appears at this point,
whereas no particular behaviour is observed at the lower generalized inflexion point.

Figure 20 shows stability diagrams computed for Me = 3, = 700 and four values
of Tw/Taw. For Tw/Taw = 1, the diagram is mostly governed by the inflexional instability:
when RS, increases, the curves of equal amplification rate tend to be parallel with
the Reynolds numbers axis. With increasing wall cooling (Tw/Taw = 0.8 and 0.7), the viscous

Otr Ctr

10 =0 0
0.25 - 1

0.3 0.5.---t" 0.7
0. - 0.3

0.1
0.1 =, ._ I-___.

--- R61--( )
O. ~o. L - R6

0. 10000 20000 0. 10000 20000

ar __r

0.0

0.1 30.- 0,05 (d)- 00

.35 0.1 (d)

0 . -C- R 61 . R 6 1

010000 20000 0. 10000 200DO

Figure 20 - Stability diagrms for Me - 3, =70*, Tw/Taw 1(a), 0.8(b), 0.7(c)

and 0.6(d) (Vigna, /44/).
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instability (meaning that the maximum amplification rate increases as R6 is decreased)
becomes more and more apparent. For Tw/Taw = 0.6, the generalized inflexion point
disappears, and the stability diagram is entirely of the viscous type : the shape of the
neutral curve looks like that of the BLASIUS flow.

Two other examples of stability diagrams are given in Figure 21 for Me = 7

0-, Tw/Taw = 1 and 0.3. A noticeable feature is that increasing wall cooling tends
to separate the second mode from the first one : for Tw/Taw = 0.3, two distinct neutral
curves are observed, as it was the case on adiabatic walls at lower Mach numbers.

2 _ _ _ _ _ _ _ _ _ _ _ _ __'

0 000800 0

10' 2 0ai

-3 4 l

040000 80 000 0 40000 80000
Figure 21 - Stability.diagrams for Me = I= 0', Tw/Tao 1 I(a) and 0. 3(b)

(Vignau, 1441).

AS Tw/Taw decreases, the instability of the first mode decreases and vanishes for
sufficiently low values of the cooling rate. This is in agreement with "the most cele-
brated result of the early stability theory", which was obtained by LEES (1947, /9/).
LEES found that the critical Reynolds number could become infinite if a sufficient cooling
was applied. This result is correct for the first mode, but LEES did not take into account
the existence of higher unstable modes, which were discovered later on by MACK.

Figure 22a shows the effect of wall cooling on the maximum amplification rates of
the second mode for Me = 7 , R&L = 17 500, 26 000 and 30 000. As the wall is cooled, the second
mode remains practically unaffected. However, care must be taken before to draw defini-
tive conclusions. In these calculations, the reference length is the displacement thickness

. Other authors (MACK, MALIK) work with L = (vex/ue)/2 , so that the Reynolds number
ueL/ve is in fact the square root of Rx. Figure 22b shows the same results as in Figure 22a,
except that L is used instead of 61. It can be easily demonstrated that the ratio 61/L
is equal to Rd&//, which decreases when the wall temperature decreases. As a consequence,
when ai is made dimensionless with L, the maximum amplification rate increases for cooled
walls, and it can be said that cooling has a destabilizing effect on the second mode.

MaX(-O(i) R6
30000 Max (-Oi)
26000
17500

0.05 0.005

Rx 1500
at, madeidimensionless]( Rfi between

a) wih 6116 700 and
33 000)

b)( l made dimensionlessWith (VX/lk)1
12

Tw/Taw - Tw/Taw
0 0

1 0.5 0 0.5 1

Figure 22 - Maxis value of - ai as a function of Tw/arw for Me = 7, p 0'
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Figure 13 - Theoretical effect of waZl cooling
on the transition Reynolds number, Figure 24 - Application of the en method
for n = 9 (Vignau, /44/) (sharp cone, adiabatic wall)

Obviously, when the total amplification rates are computed, the results do not
depend on the reference length which was used in the stability calculations. Figure 23
shows the variation of the Reynolds number Rx corresponding to n = 9 as a function of
Tw/Taw, for some values of the free-stream Mach number. The computations are in fairly
good agreement with the experimental trends. In particular, there is no effect of Tw/Taw
on RxT for Me = 7.

8. CONE AND FLAT PLATE FLOW

The flow on a supersonic sharp cone at zero angle of attack is of particular
interest, because the free-stream Mach number is constant in the streamwise direction
the mean properties of the laminar boundary layer can be obtained by the Mangler trans-
formation from flat plate boundary layer computations, if the boundary layer thickness
is negligible with respect to the cone radius. The result is that, for the same value
of the Reynolds number Rx, the boundary layer thicknesses (6, 6 ,6...) on a cone are
times smaller than those obtained in the flat plate case. This can be expressed by :

(R6f)fp = K/-U and (R61)0 = K/-i/, for identical Me, Te, Tw (17)

On the other side, it is often assumed that the stability equations are the
same on cones and on flat plates.(This assumption was discussed by GASPERAS /21/ and
MACK /45/). It follows that :

(Ricr);r - 'q -, but (RXr)r c 
3

(R-,:,r)fp (18)

As pointed out by MACK /45/, this result "led originally to the unwarranted
conclusion that the transition Reynolds number on a cone should be three times that on
a flat plate". In fact, relation (11) shows that :

(In A/Ao)c = 3 (in A/Ao)fp at the same Rd, (19)

On a cone, the disturbances begin to grow at a further downstream abscissa than
on a flat plate, but they grow faster, so that the ratio between, transition Reynolds
numbers on cones and flat plates depends upon the value of n which is imposed at transition
onset :

for "large" values of n, (RxT, < (RxT)fp the faster growth on cones prevails

for "small" values of n, (RxT)c > (RT)fp , the critical Reynolds number effect
prevails ; for the limiting case n =O, xT

=
xcr and relation (18) holds for xT.

Figure 24 shows the theoretical transition Reynolds numbers on cones as a function
of n and Me, under adiabatic conditions. Comparison with Figure 11 indicates that theratio (RXT)0 / (RxT)fp is of the order of 0.5 for n 10.
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PATE /46/ collected experimental data on cones and flat plates and deduced the
evolution of (RXT)c/(RXT)fD as a function of the free-stream Mach number. This correlation
is given in Figure 25, wXre "flat plate" data include also measurements performed on
hollow cylinders. The ratio is about 2.5 at M.= 3 and decreases steadily to unity at
hypersonic Mach numbers. If the previous theoretical elements are correct, this means that
the values of n at transition are low, i.e. the noise radiated by the wind tunnel walls
strongly reduces the transition Reynolds numbers. Recently, experiments on cones and
flat plates were performed in the "quiet tunnel" : the ratio (RxT)c /(RxT)f', was found to
be less than unity, in agreement with stability results for n 10 (MALI, /18/).

3(Rx )c c C(Rx,)fp 2*t i

-,,w,,Me
0 I I I , I . 1

3 4 5 6 7 8
Figure 26 - Transition Reynolds numbers on cones and flat plates

experimental data collected by Pate.

9. STABILITY EXPERIMENTS ON SMOOTH WALLS WITH ZERO PRESSURE GRADIENT

Experimental results were already presented in Sections 5 to 8, but in these
experiments, nothing was measured except a transition Reynolds number RxT . Although suchmeasurements can be useful for checking the en method, they are difficult to relate
directly to stability theory. For this reason, fundamental stability experiments, where
disturbance growth is measured in the laminar boundary layer, have been performed for
relating more closely theory to experiment. The main results of these studies are
summarized in this section.

9.1. Flat plate experiments

Experimental investigations into the nature of unstable waves propagating in
compressible flow began with the work of LAUFER and VREBALOVICH (1960, /47/). These
authors discovered and studied the natural oscillations in the laminar boundary layer
at free-stream Mach numbers between 1.6 and 2.2. They measured also the development of
artificial disturbances generated by a vibrating ribbon, as it was done by SCHUBAUER and
SKRAMSTAD (1948, /6/) for low speed flows.

DEMETRIADES (1960, /48/) performed experiments at a Mach number of 5.8, and
found that the range of stable and unstable frequencies varied in a manner which was
qualitatively similar to that observed in incompressible flow. However, the spatial
amplification rates were found to be much lower.

KENDALL measured the amplification and the damping of artificially excited
oscillations at Mach 4.5 (1966, /49/) and later studied the growth of "natural" fluctua-
tions at Mach 2.2. (1975, /50/). The agreement with the linear stability theory was
good in the first case, and less favourable in the second series of experiments.

More recently, LYSENKO and MASLOV (1984, /51/) studied the effects of wall cooling
for Mach numbers between 2 and 4. As it is predicted by the stability theory, they found
that cooling stabilized the first mode disturbances, whereas the second mode disturbances
where destabilized.

Beside problem associated with linear stability theory, KENDALL /50/ studied
some aspects of the receptivity mechanism. He found that free-stream radiated noise dis-
turbances are amplified by the laminar boundary layer and that all frequencies grow
from the leading edge (well ahead of the critical point) up to transition onset. In
other words, growing disturbances exist in a laminar boundary layer in a region which is
stable according to the linear theory. Figure 26 shows the ratio A/A. as a function of
AR for three dimensionless frequencies F - 21fv/ue . A is the rms amplitude measured
by a hot wire in the boundary layer at the altitude where it is maximum ; A. is the
free-stream rms amplitude for the same frequency. The vertical arrows denote the
theoretical neutral points, that is to say the points where each frequency begins to
be unstable according to the linear stability theory.

f

NTa
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MACK attempted to account for these observations by developing a theory which

gives an answer to this particular aspect of the receptivity problem /14/. The calcula-
tions were divided in two parts :

. from the leading edge to the neutral point, MACK computed the forced response
of the boundary layer to incoming sound waves (forcing theory). This requires solutions
of homogeneous equations, with non homogeneous boundary conditions ;

* downstream of the neutral point, the linear stability theory (homogeneous
equations with homogeneous boundary conditions) was then used to compute the development
of free disturbances having the same frequencies.

Although the mechanism by which the forced wave turns into a free wave is ignored
in this theory, the agreement with KENDALL's experiments is remarkable (Figure 26).

9.2. Sharp cone experiments

The flow on supersonic sharp cone constitutes a second case where the free-stream
Mach number is constant in the streamwise direction. However, it has been shown that the
link between the instability properties on a cone and on a flat plate is not straight-
forward. Stability experiments on sharp cones have been lacking until relatively recently
at the present time, three series of measurements that provided us with detailed data have
been carried out by KENDALL (1975, /50/), DEMETRIADES (1977, /52/), STETSON et al. (1983)
/53/). The following table'gives the main characteristics of these experiments (a is the
half-angle of the cone, M_ the free-stream Mach number, Me the edge Mach number)

1 1 o 1
Author M_ Me

KENDALL 4.5 8.5 7.7 Cooled wall, Tw/Taw 
=
0.61

I DEMETRIADES 1 4 1 8 1 7 1 Cooled and uncooled wall !

STETSON et al. 7 8 6.8 Uncooled

Figure 27 shows evolutions of the spatial amplification rate - aas a function of the
frequency w (in this figure, the reference length is L = ()ex/ue)') . The experimental
curves were obtained in the three experiments at (nearly) the same value of the

5
10 3 i Me

4 Second Kendall 1740 7.7
mode3 m--ode Demetriodes 1740 7.0

Stetson etal. 1728 6.8

2 First mode ,7 ,, \" Theory , MackW=5 deg ' ",(V-R-x 1730)

, .\ ',,\10,
0\\"

0 0.4 0.6 1.2
Figure 27 - Calculated amplification rate compared with experimental

data on sharp cones.

.1
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streamwise Reynolds number Rx. "There is some disagreement in detail among the experiments,
but general agreement that there is a band of unstable frequencies, with the lower fre-
quencies being only weakly amplified and the higher frequencies more strongly amplified
with a marked peak in amplification rate" (MACK, /45/). Theoretical curves computed by
MACK are also plotted in this figure. Although the agreement is not perfect, the calcu-
lation seems to indicate that first and second mode instabilities are simultaneously
present with different angles.

Figure 28 - Power spectra of hot-wire
signals. Sharp cone experiments.

/8

--*,--e-f MKz)

0 200 400 0

Another example of result by STETSON et al. is presented in Figure 28. It shows
power spectra of the hot-wire signals obtained at a given station for various distances
above the wall. As it is predicted by the theory, the largest disturbances amplitudes
are observed near the outer edge of the boundary layer. However, it must be noticed that
the hot wire signals contain all types of fluctuations (pressure, temperature, velocity)
and, as it has been pointed out by MORKOVIN (see /54/), extraction of u', T and p'
information cannot be made in this case by using KOVASZNAY's modal decomposition.

An interesting feature is that all three experiments gave another band of
unstable frequencies starting at a frequency above the upper-branch neutral frequency of
the second mode. This band does not exist in linear stability theory. As the temperature
and density fluctuations are large, a possible explanation is that the additional
unstable region "is probably the result of non-linearity. The frequency band where it
occurs suggests a first harmonic of the second mode" (MACK, /45/).

10. BLUNTNESS EFFECTS

POTTER and WHITFIELD /55/ performed measurements and collected available experi-
mental data in order to study the effect of slight nose bluntness on transition location.
For the flat plate case, the nose bluntness can be characterized by two parameters
(Figure 29) :

- the bevel angle 8

* the leading edge thickness b, which is used for calculating the bluntness Reynolds
number Rb = ueb/ve.

e b 77 7RXT
small

10 RxT Rb 1000 10 unbnes

t -/ 500

106 Large
2 - bluntness

1 1013 .. ... S.... 6 . ...
10 10 10s  106

_ _ _ _ _ Figure 30 - Effecv of bluntness cones
0 8 16 24 (Softley et al.).

Figure 29 - Effect of bluntness : flat plates
(Potter and Whitfield) j
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Figure 29 shows the evolution of the transition Reynolds number as a function of 6
and Rb, for fixed values of the free-stream Mach number and of the unit Reynolds number
(Me = 3, ue/ve 13.4 106 m

-
') . It is clear that increasing the bluntness parameters delays

transition onset, even if these small degrees of nose bluntness have a negligeable effect
on measured pressure distributions. POTTER and WHITFIELD correlated these results with the
following relationship :

RxT = RxTO + 160 Rb + 36 500 0 + 55 Rb8 (20)

where 0 is in degrees and RxTO corresponds to = Rb= 0.

It must be kept in mind that relation (20) holds for small bluntness only ; this
was verified by STETSON et al. /54/, who studied the transition mechanisms on a blunt-
cone. The model and the experimental conditions were identical to those already described
in the previous section (& = 7*, M. = 8), except that the cone could be equipped with
interchangeable spherically blunted noses of various radii r. For small values of r, the
entropy swallowing region has a stabilizing effect, since disturbances which were
observed on the sharp cone were no longer detected ; STETSON et al. estimated that the
transition Reynolds number might be multiplied by a factor 2 for an "optimum" nose blunt-
ness, in qualitative agreement with the observations of POTTER and WHITFIELD on flat
plates. But the trend is reversed as soon as the nose bluntness exceeds a certain limit
RXT decreases with increasing nose radii. For large values of r, STETSON et al. measured
large amplitude disturbances outside the laminar boundary layer. This seems to indicate
the existence of an inviscid instability, which can be related with the appearance of a
generalized inflexion point in the entropy layer, somewhere between the boundary layer
edge and the shock. These disturbances grow in the streamwise direction, enter the boundary
layer and lead to premature transition, as it is the case for boundary layers subjected to
a strong external disturbance environment.

To summarize these results, experimental data by SOFTLEY et al. /56/ are reported
in Figure 30. Transition Reynolds numbers measured on blunted cones are plotted
vs Rr = uer/ve. ERICSSON noted that the delay of transition caused by "small" bluntness
is attenuated by the wind tunnel noise, but in free flight an order of magnitude increase
in RxT can be obtained for the "optimum" nose bluntness /57/. It is also important to
recall that the effects of bluntness can be explained within the scope of the linear
theory as it was demonstrated, for instance, by RESHOTKO and KHAN /58/ (presence of a
generalized inflexion point inside and/or outside the boundary layer) ; however, stability
computations require accurate calculations of the mean flow, and this requirement is not
always easy to meet.

11. UNIT REYNOLDS NUMBER EFFECTS

An experimental observation is that, for a given model and a given free-stream
Mach number, an increase of the unit Reynolds number R = ue/ve leads to an increase of
the transition Reynolds number RXT. It is the mythical "Unit Reynolds number effect",
which is often represented by the simple power relation

RxT R
1  (21)

1 is an empirical constant. For "noisy" hypersonic wind tunnels, it lies roughly
between 0.1 to 0.6. Figure 31 presents typical experimental results obtained by STAINBACK
et al. /59/ on sharp cones : there is no well defined Mach number effect, and the data
are well correlated by relation (21) with 1 = 0.45 . In fact, the problem is much more
complex : in the same wind tunnel, there are some operating conditions where the R
dependence disappears, although it is present at others (see SOFTLEY et al. /56/ for
instance).

10
RXT Me

o 06.21
0 5.00

10 1 1
1 10 -6 100

10ur 3RR/m

Figure .31 - Effect of unit Reynoide numer (Sfainbok ef at. )

I
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It is clear that the unit Reynolds number effect represents a combined response
to many factors, three of which are listed below :

a - Radiated noise - When R varies, the characteristics of the wall turbulent
boundary layer are modified, so that the radiated noise is also modified. This factor is
accounted for by PATE's relation (15), which implies that RxT increases as the square
root of R. Consecuently, if the acoustic irradiations are removed (flight tests), the R
dependence would disappear.

b - Nose bluntness - Even with very small nose radii r or very small leading edge
thickness b, RxT is very sensitive to Rr or Rb (see previous section). As Rr = Rr and
Rb = Rb, increasing R for fixed r or b can modify the transition Reynolds number.

c - Receptivity and stability theory - As it has been demonstrated in Section 4.1,
the amplitude A of a given eigenoscillation of frequency f can be expressed by

A(x,f) = Ao(f) - aidx (22)
Ixo

where Ao is the amplitude taken at the position xO where the wave begins to be amplified.
The receptivity problem consists in establishing the link between A0 (f) and the amplitude
E(f) of the free-stream disturbances having the same frequency. Intuitively, one can think
that E(f) = 0 implies Ao(f) = 0 ; it follows that A(f) = 0 at all downstream locations,
whatever the amplification rate is.

Let us consider now the simplest example of a flat plate with a constant free-stream
Mach number. Changing the unit Reynods number R has the following consequences :

• the free-stream disturbances spectrum is changed. Its upper frequency limit fl

is a (generally increasing) function of R

. in the boundary layer, the range of potentially unstable frequencies is also
changed the stability diagram remains the same when expressed in dimensionless variables,
but this is no longer true when physical variables are used.

SExcited T.S. waves
Max (In AIA,)

f
(Hz) "\

ft 
ft

bi R2 >R

R x

Figure 32 - Effect of unit Reynolds number on stability characteristics

As it is illustrated in Figure 32, the relative motion of the environmental distur-
bances spectrum and of the linearly unstable frequency range can give rise to a strong unit
Reynolds number effect. For instance, if fl exceeds the upper limit of the unstable waves fre-
quencies, then all instability waves will be excited and the transition Reynolds number will
be low (Figure 32a) . On the contrary, if fl is close to the lower branch of the stability
diagram (Figure 32b), a certain band of eigenoscillations will be excited at high Reynolds
number : for f> fl, E(f) = 0, so that Ao(f) = 0 and A(f) = 0, even if these frequencies are un-
stable according to the linear stability theory. In this case, large values of RxT can be
measured. On the other side, as the dimensionless frequency appearing in stability computa-
tions is 2'fv/u4 , the characteristic frequency ug/v is also an important parameter.

These problems were carefully investigated by STETSON et al. /60/, who concluded that
"knowledge of the stability characteristics of a boundary layer is only part of the problem.
The external disturbances must be prescribed in order to make a boundary layer transition
prediction based upon stability considerations". By the way, it becomes clear that the en

method has a limited physical meaning, because it assumes implicite~y that all unstable
waves have the same initial amplitude.
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12. STREAMWISE CURVATURE EFFECTS

For flows developing over a convex surface, centrifugal forces exert a stabilizing
effect, in the sense that a displaced fluid element tends to be restored to its equili-
brium position. The magnitude of this effect is small : in incompressible flow, it was
found that on convex surfaces up to 61/5

= 
0.0026 (X.is the radius of curvature), the same

TOLLMIEN-SCHLICHTING instability occurs as for the flat plate and the transition Reynolds
number remains unchanged.

Figure 33 - Girtler vortices in a flow Figure 34 - 0irtler vortices behind a backward
along a concave wall. facing step at Mach 3 (Ginoux)

On the other hand, the destabilizing effect of centrifugal forces on concave walls
leads to the formation of pairs of counter-rotating vortices, the axes of which are
parallel to the principal flow direction (Figure 33). This instability, which was first
treated by GLRTLER /61/, acts in two ways on the boundary layer development. At first,
the G6RTLER vortices affect indirectly the transition process by modifying the development
of unstable waves and the breakdown to turbulence occurs earlier than on a flat plate. The
second aspect is essentially important in compressible flows : the vortices induce span-
wise variations of the wall heat flux, which result in strong nonhomogeneities of the wall
temperature in the laminar regime.

In fact, the appearance of G13RTLER instability is not necessarily linked with the
presence of a concave surface ; arrays of longitudinal vortices can be observed on flat
plates as soon as the model geometry imposes a concave curvature in the streamlines. For
example, GINOUX /62/ showed evidence of streamwise vortices at a Mach number of 3, behind
a backward facing step. The sublimation .cture reported in Figure 34 shows a typical
example of striation pattern observed in the reattachment region. In this case, the boundary
layer streamlines, in separating from the corner and reattaching on the plate, exhibit a
strong concave curvature which induces streamwise vortices. GINOUX measured the local heat
transfer rates and noted that the effect of these vortices was to produce locally very
large peaks in the heat rate, much larger than the usually measured turbulent values
immediatly after transition.

Streamwise vortices were also observed by many authors behind a wire roughness or
downstream the reattachment line in a compression corner (DELERY-COET /63/). TOBAK /64/
demonstrated that concave curvature in the streamlines may be connected with the origin
of "cross-hatching, on the surface of re-entry vehicles. In all cases, the vortices are
responsible for large spanwise variations of the wall heat flux.

On the theoretical side, the problem of GZRTLER vortices can be treated by using a
linearized stability theory. Several paperswere devoted to stability analyses in incom-
pressible flow (see /65/ for example), but calculations including compressibility effects
are not numerous. EL-HADY and VERMA /66/ investigated the growth of streamwise vortices
in two-dimensional boundary layers along curved surfaces over a range of Mach numbers
from 0 to 5 ; similar computations are currently performed at ONERA/CERT by S. JALLADE /67/.
These calculations use a curvilinear system of coordinates representing streamlines and
potential lines of the inviscid flow. It can be demonstrated that the mean flow is described
at the first order by the conventional compressible boundary layer equations. A steady
three-dimensional small disturbance is then superposed on this two-dimensional basic flow
the disturbances under consideration are assumed in the form :

r'= (y) cos(az) exp(ox), with r' = u', v', p' or T' (23)
and w' = w(y) sin(cz) exp(oxI,

where a is the wavenumber in the spanwise direction and a the spatial growth rate in
the x-direction along the curved walA. a and o are usually made dimensionless with the
characteristic length L = (v. x/u),j .

As for the TOLLMIEN-SCHLICHTING waves problem, relation (23) are substituted into
the linearized NAVIER-STOKES equations. Keeping the leading term leads to an eighth order
system of homogeneous, linear, ordinary differential equations with homogeneous boundary
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conditions. This forms an eigenvalue problem for the three real parameters a , a and G.
G is the G8RTLER number, defined as

G (24)

where , is the radius of curvature of the wall.

100 20 100: ar= 1200= o 10 0 .

10- 0.5 10- 1
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Figure 35 - Stability diagrwns for M = 0 (a) and 3 (b) (Jatlade, /67/)

Two stability diagrams are presented in Figure 35 for an adiabatic wall and two Mach
numbers (M. = 0 and 3). Curves of constant amplification rate are plotted in the G6RTLER
number-wavenumber plane. The shape of these curves does not change very much when the Mach
number increases; as for the TOLLMIEN-SCHLICHTING waves, there is a critical G6RTLER
number, Gcr , below which the flow is stable for any disturbance wavenumber. It can be
observed that compressibility has a stabilizing effect : as M_ increases , the maximum
growth rate at a given G6RTLER number decreases ; however, the influence of compressibility
on reducing a becomes very small at high values of G. Computations by EL-HADY and VERMA AS'
showed also that GORTLER instability is more difficult to influence and control by suction
or cooling than TOLLMIEN-SCHLICHTING instability.

It is then possible to calculate the total amplification rate In A/Ao by inte-
grating the local growth rate in the streamwise direction. For the TOLLMIEN-SCHLICHTING
waves, this integration is carried out for each frequency ; for the GORTLER vortices, it
is performed for each spanwise wavelength. This was done by EL-HADY and VERMA, who
concluded that compressibiiity reduces the maximum amplitude ratio by 20 % as Mach number
increases from 0 to 5. BECKWITH et al. /69/ used the en method in order to predict transi-
tion location along the nozzle walls of the "quiet tunnel" ; they found that TOLLMIEN-
SCHLICHTING instability is weak, and that transition results in the growth of GORTLER
vortices along the concave walls. Nevertheless, calibration of the e

n 
method for the

G6RTLER instability remains an open question.

13. EFFECTS OF 3D ROUGHNESSES IN 2D MEAN FLOW

It has been emphasized that conventional wind-tunnel facilities cannot properly
simulate flight transition conditions. This is essentially true for "natural" transitions
occuring on smooth surfaces. Nevertheless, when large roughness elements are introduced
into the laminar boundary layer, on can expect that their effects would overwhelm those
of wind tunnel noise, so that the experimental results become representative of flight
conditions. This section is devoted to a survey of available information related to the
effects of three-dimensional roughness elements (spheres or cylinders normal to the
wall) in a two-dimensional laminar boundary layer.

13.1. Flow field around and downstream of a roughness element

Figure 36 shows a proposed flow model for a spherical roughness element ; this
model is based on oil patterns obtained by MORRISETTE et al. /70/. The free-stream Mach
number is equal to 5.5, and the sphere diameter is about twice the boundary layer thick-
ness. The visualization indicates that the flow separates well ahead of the element.
The shock from the separation wedge is assumed to interact with a bow shock produced
ahead of the protuberance. A group of vortices initiate ahead of the sphere and pass
around the element. The downstream development of the vortices is illustrated in Figure 37,
which presents a wall visualization obtained at ONERA /71/ by using a thermosensitive
paint (Me = 5.25 , k/6 = 1.5 , where k is the roughness height). The "legs" of the
vortices remain parallel with the wind tunnel axis up to a certain distance L from the
roughness ; a close examination of the photographs indicate that one to three vortices
are at first visible around the sphere (depending on its diameter), but, in all cases,
a single vortex remains visible at the distance L. At this point, one can observe the
onset of a "turbulent" wedge which spreads slowly downstream. The exact mechanism of this
breakdown is not very well known at this time.
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Figure 36 - Flow field around a spherical
roughness element (Morisettc)

13.2. The effective roughness height

Some notations are given in Figure 38a, in order to introduce quantitative results.
xTO represents the "natural" transition location (without roughness), and XT is the
transition location when a roughness element is present ; XT is defined as the point
where the turbulent wedge begins to develop, i.e. xT = xk +L , where xk corresponds to
the roughness location. xTO x T , xk  and k are used for obtaining the Reynolds
numbers RxTO , RXT , Rxk and Rk these are computed with the velocity and the kinematic
viscosity taken in the free-stream.

RxT

RXTo

Xk k

i'Rk

a) Notations Rkff

b) Transition location

Figure 38 - Effect of a three-dimensional roughncss element on transition

Figure 38b shows schematically the influence of the roughness size on transition
location. Between ( and (2) , the roughness has very little effect , indicating that the
streamwise vortices wrapped around the protuberance do not dominate the boundary layer
development before they decay. The region between @ and ( is characterized by a
relatively small change in roughness size, causing a large change in transition position
however, as Mach numer increases, this movement becomes more and more gradual. The
curve beyond point U shows only a small change in transition location with trip size.
Point ( in the bend of the transition curve is defined as the "effective trip" size,
and the value of Rk at this point is denoted Rkeff ; for a constant unit Reynolds number
and for increasing roughness heights such that Rk > Rkeff , the distance L between the
trip and the turbulent wedge apex remains pratically constant. In fact, the Reynolds
number RL = ueL/ve depends on the Mach number and on the model geometry. This can be seen
in Figure 39, published by MORISETTE et al. /70/, which presents the evolution of RL as
a function of Me for flat plates and cones.. ; some additional data obtained at ONERA /71/
are also plotted on this figure. For incompressible flow, the turbulent wedge begins to
spread immediatly downstream of the roughness, but RL increases for increasing Mach numbers.
On the other side, there are large differences between the curves obtained for cones and
for flat plates.
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13.3. Transition criteria

From a practical point of view, the value of Rkeff is of great importance
VAN DRIEST and BLUMER performed a series of experiments in order to deduce empirical
correlations between Rkeff , Rk and the flow parameters. The measurements were made on
cones, for free-stream Mach numbers within the range of 1.9 to 3.67. The results were
obtained on adiabatic walls /72/ /73/ and later on cooled walls /74/. Spheres were used
as tripping devices and the transition position was measured with a schlieren system.

VAN DRIEST and BLUMER correlated their experimental results with the following
relationship, which includes variations in Mach number and heat transfer :

Rkeff = 33.4 [I + y 1 Mg - 0.81 TawT-Tw Rxk
1  

(25)

Let us recall that this relation was deduced from cone experiments. VAN DRIEST and
BLUMtR assumed that it was also applicable to flat plate flows by using MANGLER's trans-
formation, which simply consists in replacing the coefficient 33.4 by 33.4 (3)A = 44. On
adiabatic walls, relation (25) reduces to

(Rkeff)aw K + 2 Me ) Rxk (26)

with K = 33.4 and 44 for cones and flat plates, respectively. It can also be demonstrated
that :

(Rkeff = 1 - 0.81 ( Taw -Tw (27)(Rke ffOaw Tie !(7

where -e is the stagnation temperature in the free-stream.

Figure 40 shows the application of VAN DRIEST -BLUMER relation to some experimental
results on cones. Values of (Rkeff)aw computed from measured values of Rkeff by using
relation (27) are plotted as a function of Rxk for Mach numbers between 1.9 and 8.5.
The dotted lines represent theoretical values of (Rkeff)w given by(26)-- The agreement
is good for Me = 1.9 , 2.7 and 3.67 ; this is not suprising because these experimental

data were obtained by VAN DRIEST and BLUMER who used them for obtaining relation (25).
For Me = 8.5 (Mc CAULEY et al. experiments /75/),the criterion underestimates (Rkeff)aw
by a factor two.

10 (Rkedw

t Me -
8.5<-, ..

10 --

3.67

2.7_

103  101 10 10 - RXk

Figure 40 - Variation of effective roughness Reynolds number with Rxk and Me
for cones. - experiments ---- van Driest- Blumer correlation.
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Figure 41 - Variation of effective roughness Reynolds n mber with Rxk and Me
for flat plates. For legend, see previous figure.

The same kind of comparisons is presented in Figure 41 for flat plate experiments.
In this case, there are large discrepancies between the correlation(26) and the measure-
ments, even for the lowest Mach numbers. For fixed values of Me and Rxk , the ratio
between (Rkeff) values on flat plates and cones is only 44/33.4 = 1.32 by applying
relation (26). She experiments give a much larger ratio (between 2 and 3) ; this can be
seen by comparing the experimental results at Me = 8.5 and Rxk s 106 in Figures 40 and
41. The conclusion is that MANGLER's transformation is generally correct for the mean
flow properties, but cannot be used for stability and transition problems.

Relations (25) to (27) give only the value of the effective roughness size. POTTER
and WHITFIELD /55/ deduced a correlation describing the variation of transition position
with change in roughness Reynolds number Rk. In fact, Rk is modified by a temperature
function which gives a new Reynolds number R'k defined as :

R' = Rk (Tk/Tw) 
+  

(28)

Tk is the static temperature at the top of the roughness and w represents the
exponent in viscosity-temperature relation () % Tw).

R'k is then divided by a parameter E , which is a given function of the free-stream
Mach number, and the ratio Rlk/c is then correlated on a curve such that

xTO X3TQ (29)

10
XT  Experiments

Xk CorrelQtion
5700
5700

- 5-
~.0.5

. Roughnes

010 2 4 6 B 10X1060.05 0.1 0.5 1,-,- Rk

Figure 43 Correation used to predict transition
Figure 42 - Correlation proposed by Potter and Whitfield. p'siti~n (Me = 8.5). Effect of the

parameter E

This curve is plotted in Figure 42. MORISETTE et al. /70/ applied this correlation
to their experiments ; an example of comparison is shown in Figure 43. It appears that
the transition movement is fairly well predicted, except close to the roughness :
for Rk = c , the curve in Figure 42 implies that XT = xk. This means that transition
can be moved back up to the roughness location, in contradiction with the concept of
"effective" roughness height. It ollows that the correlation of POTTER and WHITFIELD
can be used only between points Q) and( of figure 38, provided the smooth wall
transition location is known.
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13.4. Effect on wall heat flux

Up to now, attention was focused on the transition position. Another important
aspect of the problem is the variation of the wall heat flux in the presence of roughness
elements. Some experimental results are described below in order to illustrate the
complexity of this problem they were obtained at ONERA for the following conditions
Me = 5.25 , Tw/Taw = 0.33 , R = 11 10

6 
m
-
' /71/. The roughness elements are small

cylinders, the height of which is equal to the diameter. They are placed on a flat plate,
7 cm downstream of the leading edge. The length of the plate is c = 25 cm.

A, X/C

(C=0.25m)

~0.56
h(W/Ce K) - 0S

Figure 44 - Effect of a roughness
element on the heat

flux rate.
0.43

0.02.
0.35

-0.33
-0.31

0 e -0.28
5 0 5

-, Z(mm)

Figure 44 shows the evolution of the heat flux coefficient h = Ow/(Tw - Taw)
in the streamwise and spanwise directions, downstream of a cylinder of height
k = 1.2 mm a 1.56 . In these conditions, two vortices are clearly visible around and
downstream of the roughness, and the turbulent wedge starts to develop at x/c 0.40.
Upstream of this position, the "legs" of the vortices induce values of the heat flux
which can be two times greater than those which are measured in the turbulent region. Let
us observe also that a local maximum of the heat flux is detected on each side of the
turbulent wedge.

sphheLre

h o fhermocouples

1. -,' l

Sp here 
C

0. 0 6 0.8 1.0 1.2

Figure 45 - Heat flux rate behind roughness element of increasing size (spheres)

Streamwise evolutions of the wall heat flux are plotted in Figure 45 for various
roughness sizes. The measurements are made with a row of thermocouples located along the

symmetry plane of the roughness . Immediatly downstream of the protuberance, the wall heat
flux increases with increasing values of k ; and it becomes difficult to define a
"transition point". For k ? 1.2mm, the heat transfer rate is practically constant down-
stream of the roughness element (except close to the element where it reaches values larger
than the turbulent ones). To summarize, the problem of minimizing the heat transfer rates
in hypersonic boundary layers requires not only to delay transition, but also to avoid

streamwise vortices in the laminar boundary layer (GORTLER vortices or roughness-induced
vortices.
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14. TRANSITION REGION (TWO-DIMENSIONAL FLAT PLATE FLOWS)

14.1. Definition of the transition region

Transition starts when the first turbulent structures (spots) appear in the
laminar boundary layer. In natural conditions, the spots originate in a more or less
random fashion. Once created, they are swept along with the mean flow, growing laterally
and axially, and finally covering the entire surface. The transition region is defined
as the region where the spots grow, overlap and form a turbulent boundary layer. When
a hot wire is placed in the boundary layer (or when a film gage is mounted flush with the
model surface), the fluctuations which are recorded in the transition region show the
successive appearance of turbulent spots and of laminar regions : it is the intermittency
phenomenon. The intermittency factor y represents the fraction of the total time that the
flow is turbulent. Experimentally, it is not always easy to define the beginning (Y = 0)
and the end (Y - 1) of transition.

The beginning of transition is often taken at the point of initial measurable
deviation of a characteristic parameter from its laminar evolution. This can be, for
instance, the beginning of a faster growth of the boundary layer thickness, the point of
minimum surface temperature (or surface Pitot pressure, or wall heat flux), the location
where the increase in the rms voltage from a hot wire becomes steeper... As it has been
pointed out by OWEN and HORSTMAN /76/, most of the transition data reported for high
speed flows are not based on direct observations of turbulent spots, but rather on the
evolution of some macroscopic parameter (skin friction, heat transfer...) ; their depar-
ture from laminar values can be detected only when the intermittency is appreciably
greater than zero.

In the transition region, it is well known that quantities such as rms voltage,
skin friction, wall heat flux.., reach a maximum at nearly the same location /77/ and then
decrease more or less slowly. The peak value of these quantities is often used to define
the end of transition, because its position is easy to measure accurately. However, these
points are located upstream of the end of transition. For instance, it is established
(OWEN, /77/) "that the peak rms signal coincides with the point where the turbulent burst
frequency is maximum" and not with the point where the boundary layer is fully turbulent.

These observations can explain to a great extent the large scatter which is observed
in transition data. Inconsistent choices of criteria for the beginning and the end of
transition make difficult to compare experimental results obtained through different
techniques. However, in spite of these problems, some general trends have been put
forward, as it will be shown below.

14.2 Extent of the transition region

Let us assume now that the locations of transition onset, xT , and of transition
end, xE , are measured in a consistent way. Ax . xE- xT represents the transition
extent, and the Reynolds numbers RxT , RxE, RAx are based on xT, xE and 6x, respectively.
The evolution of RAx as a function of RxE is given in Figure 46 for free-stream Mach
numbers between 0 and 8 ; these data were obtained or collected by POTTER and WHITFIELD /55/,
who defined xT and xE by examining the boundary layer growth from schlieren photo-
graphs. At a given value of RxE it is clear that a significant increase in RAx is associated
with increasing Mach number. CHEN and THYSON /78/ suggested the following relationship

RAx = (60 + 4.86 Me'*)RxT 2/ (30)

which reflects the experimental trend. Parameters such as wall temperature, unit Reynolds
number., are not taken into account in this correlation. It was noted by MORKOVIN /79/

10 'RAx

Mes

35 4.5

2

0 2 4 6 8

Figure 46 Extent of the transition region (Potter and Whitfield)
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that "the lateral or transverse growth of a turbulent spot decreases from about 11'
semiangle at low speeds to about half the angle at hypersonic speeds". The same observa-
tion can be made for the spreading of a turbulent wedge behind an isolated roughness
element. Both phenomena involve the same physical mechanism which is called "transverse
contamination".

14.3. Transition region modelling

From a practical point of view, the modelling of the transition region becomes a
more and more important problem when the Mach number increases : this is due to the fact
that, for supersonic and hypersonic flows, the evolution from the laminar to the turbulent
state occurs along a streamwise distance which can be much more important than the laminar
region extent which precedes it.

A practical calculation method was developed at ONERA/CERT for the two-dimensional,
incompressible flows /80/ and then extended to high speed conditions g it is assumed that
the turbulent shear stress is expressed by

- pu'v' = clltau/ay (31)

vt is an eddy viscosity coefficient, which is computed by using a classical
turbulence model. At first sight, the coefficient T represents the intermittency factor y,
in this sense that it increases from 0 in laminar flow to 1 in turbulent flow. From
experimental data at low speeds, it was found that the momentum thickness 

8
E at the

completion of transition was about twice the momentum thickness OT  at the transition
onset. This led to the idea that T could be represented as a function of 8/6T. This
function was determined to fit available experimental results in zero and positive
pressure gradients. It is shown in Figure 47 ; one of the problems was to model the over-

w (W/ cm2)

1.0 M7

0.5 5 Experiments Juillen
l F t plate relations

0 SCalculations
0 1 2 3

X (W)

Figure 47 - "Intermittency" function 0 0 0!2 0

Figure 48 - Comparison with experimental
results obtained by Juillen

shoot in the skin friction coefficient, which exists in the middle of the transition
region due to the intermittency phenomenon. This was done by imposing an overshoot to
the function T , which does not represent the physical intermittency factor, but rather an
empirical weighting coefficient for the Reynolds shear stress.

This method was extended to supersonic and hypersonic flows by taking into account
the lengthening of the transition region at high speeds. For this, the analytical expres-
sion of the function T remains the same, the parameter G/eT- 1 being simply replaced
by (9/9T-1) / (1+0.02 4).

A first example of application is given in Figure 48. The calculated wall heat
flux is compared with measurements performed by JUILLEN /30/ on a flat plate for Me = 7.
The location of transition onset is imposed (XT = 0.1 m(. Laminar and turbulent curves
deduced from analytical flat plate relations are also shown. The "intermittency" method
gives good results ; in particular, the maximum of the heat flux is well predicted.
This maximum represents an overshoot above the fully turbulent value, as it can be
seen by comparison with the turbulent curve ; it has been noticed previously that this
point is associated with the maximum spots frequency, and not with the completion of
transition. In fact,the fully turbulent properties are only achieved towards the end of the
plate.

Figure 49 shows another example of comparison between experiments and calculations.
The measurements were carried out by COLEMAN et al. /81/ at a free-stream Mach number
equal to 9 and for three values of the unit Reynolds number. As for the previous case,
the position of transition onset is given in the computations. The increase in the wall
heat flux and the location of its maximum are well predicted, but large discrepancies
are observed further downstream. The calculations indicate that the transition region
extends up to x z 0.6 m.
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Fgure 49 - Comparison with experimental results obtained by Colcman et al.

15. THREE-DIMENSIONAL FLOWS . CROSS-FLOW INSTABILITY

When a boundary layer develops on a three-dimensional geometry, such as a swept
wing, a swept cylinder or a body at incidence, the mean velocity profile becomes twisted.
It is usually decomposed into a streamwise profile u (in the direction of the external
streamline) and a cross-flow profile w (in the direction normal to this streamline), as
illustrated in Figure 50.

... 1 wa ll nlstreamline Figure 50 - Streawise and cros-flow
mean velocity profiles

In incompressible flow, the mechanisms of three-dimensional transition are relati-
vely well understood, see review papers by POLL /82/, ARNAL /83/, SARIC and REED /84/.
As a first approximation, it can be assumed that transition is induced either by
streamwise instability or by cross-flow instability. The streamwise mean velocity profiles
look like classical two-dimensional profiles ; they are essentially unstable in positive
pressure gradients, where they induce transition through the action of an inflexional
instability. On the other side, an inflexion point is always present in the cross-flow
mean velocity profiles. As these profiles develop rapidly in regions of strong negative
pressure gradients, transitions of the cross-flow type are expected to occur in accele-
rated flows, for instance in the vicinity of the leading edge of a swept wing. In addition,
a linear stability analysis shows that cross-flow instability can amplify zero frequency
disturbances ; this leads to the formation of stationary, corotating vortices aligned in
the local streamwise direction. In the experiments, cross-flow vortices are observed as
regularly spaced streaks.

Experimental and numerical results on cross-flow instability are not numerous
for supersonic and hypersonic flows. Transition on a cone at angle of attack was inves-
tigated by MARCILLAT at M, - 5 /85/ and by STETSON et al. at M. - 8 /86/. In a recent
paper, CREEL et al. /87/ reported oil flow studies on circular cylinders at sweep angles
of 45 and 60 deg. The data were obtained in the Mach 3.5 "quiet tunnel" at NASA LANGLEY.
The visualizations revealed the presence of cross-flow vortices as a series of widely
spaced streaks. The ratio of the wavelength of the vortices to the attachment line
boundary layer thickness was X/6 s 5 to 7. Values of A computed by MALIK for the most
amplified stationary disturbances using compressible linear stability theory are in
excellent agreement with the measured values.
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To our knowlege, no attempt has been made to apply the en method for predicting
the transition onset in three-dimensional, supersonic flows. Even at low speeds, the
calculation of the total amplification rates for the cross-flow unstable waves is not
straightforward . A much simpler method is to use empirical correlations, such as the
OWEN and RANDALL criterion /88/, which is based on a crossflow Reynolds number X 

= 
wmax 6/ve.

From experiments on subsonic swept wings, OWEN and RANDALL observed that cross-flow
transitions occur when X reaches a value of 150 to 175. PATE /5/ noted that this criterion
appears to hold also in supersonic flow regime. However subsequent investigations in

incompressible flow indicated that the value of X at transition could vary up to 300.
There are at least two explanations to these discrepancies : the first one is that the
experimental data used by OWEN and RANDALL were biased by leading edge contamination
problems (see below) ; the second one is that the value of X at the transition onset is
not necessarily unique. ARNAL et al. /89/ proposed an incompressible cross-flow criterion
in which a cross-flow Reynolds number taken at transition onset was a function of the
streamwise shape factor. Further investigations are needed to check this correlation at
high speeds.

16. THREE-DIMENSIONAL FLOWS : LEADING EDGE CONTAMINATION AND ASSOCIATED PROBLEMS

The attachment line is a particular streamline, which divides the flow into one
branch following the upper surface of the body and another branch following the lower
surface, see Figure 51.

4~Figure 

51 - Flow field 
along 

the attachmentline of a swept cyltinder.

Let us consider the simplest case of a swept cylinder of constant radius r. If the
cylinder is in contact with a solid wall (fuselage, wind tunnel wall...), it has been
observed that large turbulent structures coming from the wall at which the model is
fixed may develop along the attachment line : it is the so-called leading edge conta-
mination, which occurs for particular combinations of the flow parameters (sweep angle,
leading edge radius, unit Reynolds number), without resorting to linear processes. In
this Section, the main results obtained in incompressible flow will be summarized, as
well as their extension for supersonic and hypersonic flows.

16.1. Results in incompressible flow

In the coordinate system (X,Z,y) linked to the cylinder, Z coincides with the
attachment line, X is normal to Z on the cylinder surface, and the y-axis is normal to
the wall. U and W are the projections of the mean velocity along X and Z (Figure 51).
In the neighbourhood of the attachment line, the flow at the edge of the boundary layer
is given by :

ue = kX and We = Q. sino = constant (32)

If the derivatives along the spanwise direction Z are set equal to zero, the
boundary layer equations have a similarity solution :

U/Ue = f'() and w/We = g( ) with I= y(k/v) (33)

Tabulations of f'() and g(6) may be found in standard books , e.g. ROSENHEAD
/90/. Along the attachment line, U = 0, because Ue = 0. An important narameter is the
Reynolds number R defined as

Wen (34)
v

n - (v/k)/ is a characteristic length scale.

A number of experiments have shown that, if R is lower than 250, the bursts of
turbulence convected along the-wall are damped and vanish as they travel along the
attachment line. However, for R > 250, these burst are self-sustaining ; they grow,
overlap, and the leading edge region becomes turbulent. This simple criterion was used
by PFENNINGER /91/ in 1965 ; it was successfully checked in many further investigations
(GASTER /92/, CUMPSTY-HEAD /93, POLL /94/, ARNAL-JUILLEN /95/ for instance).
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Figure 53 - Notations for compressible flows
Figure 52 - Location S where the first

turbulent bursts are observed.
S is measured from the wire along
the attachment line (Poll).

A detailed experimental study was carried out by POLL /94/, who investigated the
response of the attachment line boundary layer to the presence of wires, the axis of which
was normal to the lepding edge direction. If the wire diameter, d, is made dimensionless
with the length scalt n , four din ranges have to be distinguished, as it is illustrated
in Figure 52 :

• Region I : for 0 < din < 0.7, the wire has no effect, and transition is triggered
by linear mechanisms ; the main parameter is the free-stream disturbances level.

• Region II : for 0 < din < 1.5, the wire begins to control transition ; the loca-
tion of the first turbulent spots moves closer to the wire when R is increased.

• Region III : for 1.5 < din < 1.9, the flow is either fully laminar or fully
turbulent behind the wire. At a fixed valve of din, this change in the boundary layer
structure occurs for a very small variation of R. GASTER /92/ and CUMPSTY-HEAD /93/ obser-
ved this phenomenon in 1967, and POLL called it "flashing".

• Region IV : for d/n > 1.9 , turbulent bursts always appear immediatly behind
the wire. But, if R is lower than 245, they decay more or less rapidly as they are con-
vected along the attachment line. If ' is greater than 245, the size of the bursts
increases, and leading edge contamination occurs. It is clear that there is a strong
similarity with the leading edge contamination induced by a wing-wall junction.

What is important to keep in mind is that there exists a minimum Reynolds number
(k = 245) beyond which every turbulent structure generated by a gross disturbance source
becomes self-sustaining, develops and makes the leading edge turbulent. It is an example
of transition mechanism in which the linear stages are "bypassed".

16.2. Extension to compressible flows

If the Mach number Mn = Mocos is supersonic, a bow shock is formed some distance
upstream of the attachment line (Figure 53). If the shock is parallel to the cylinder axis,
the mean velocity We at the edge of the attachment line boundary layer remains equal to
W_ = Qsino. The Reynolds number R and the length scale n are now defined as previously,
with tne kinematic viscosity ve computed at the boundary layer edge. k can be written

= Je (sin. tg0 R,)D)Z/ ( kD)/ = 0(35l-k = (35)

where RD = -vD and D = 2r is the cylinder diameter. For M. sino > 1.5, the dimen-

sionless pressure gradient parameter (kD/U.)x = 0 is deduced from the newtonian theory
/94/ : ( fl 2~ 2 Tel P_, ]/2(iD) L_ _ 1!. )( - (36)

x = 0 M.coso T e (36)

Several sets of experiments were devoted to the study of leading edge contamination
at high speeds. In most of the cases, end plates were used as sources of gross disturbances
(BUSHNELL /96/, BRUNet al /97/, YEOH /98/, ALZIARY et al./99/). Figure 54 illustrates
the complexity of the shock pattern at the cylinder.end plate junction. In order to corre-
late the experimental data, POLL /100/ introduced a transformed Reynolds number I*,
which has the same definition as I, except that ve is replaced by v* , so that
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ve

v* is the kinematic viscosity computed at a reference temperature T* which may

be estimated by using the following empirical relationship (POLL, /100/) :

T* = Te + 0.10 (Tw- Te) + 0.60 (Taw - Te) (38)

POLL analyzed available experimental data for 0 < Me < 6 (let us recall that Me
is the spanwise Mach number at the boundary layer edge ;it is obviously lower than M.)
and showed that leading edge contamination occurs for R* = 245 t 35, as illustrated in
Figure 55. There are no effects of the Mach number, of the unit Reynolds number and of
the wall temperature. This means that region IV in Figure 52 exists from subsonic to
hypersonic flows, provided R is replaced by R7. The question arises if the other three
regions have a counterpart at high speeds in the * variables.
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Figure 5- Leading edge contamination criterion at high speeds (WoiZ)

Region I was studied by CREEL et al. /87/ in the quiet tunnel of NASA LANGLEY.
Transition was detected along the attachment line of swept cylinders, without disturbance
sources and with small roughness elements. By opening or closing the "bleed" valve, free-
tream noise levels were varied from extremely low values to much higher values approaching
those in conventional wind tunnels. The main results are reported in Figure 56, which
shows the evolution of W at transition as a function of k/n*. k is the roughness
height and n* = (v*/k)

'
/' is a modified length scale. The following effects are observed

a - On smooth cylinders (k = 0), "natural" transition occurs for R* = 650 to 700,
in agreement with the values of R found by POLL at low speeds (see figure 52). Twenty
years ago, BUSHNELL and HUFFMAN /101/ had shown from correlations of data for Mach numbers
up to 10 that the flow on an undisturbed leading edge was always laminar up to R_,D - 8 io ;
CREEL et al. observed that their results are also in reasonable agreement with this crite-
rion. Another interesting feature is that the wind tunnel noise has no effect on "natural"
transition Reynolds number. This surprising behaviour could be explained by a recent theory
on the receptivity of supersonic laminar boundary layer to acoustic disturbances ; calcu-
lations by GAPONOV (referenced by CREEL et al.) demonstrated that external noise cannot
generate instability waves when the boundary layer thickness is constant, as it is the
case along an attachment line. On the other side, boundary layers on cones or flat plates
are growing, so that the wind-tunnel noise has large effects on transition.
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Figure 56 - Transition Reynolds number along the attachment line
with small roughness elements (Creel et al.).

b - Small trips have no well defined influence on transition Reynolds number until
a "critical" value of k/n* is reached. This value is around 0.9 for 0 = 600 and
around 1.5 for 0 = 45". As soon as the critical roughness height is exceeded, 1 at
transition decreases rapidly. A detailed comparison with POLL's diagram (Figure 52) is not
easy to perform, but the trends are roughly similar. For given values of 0 and k/n*
an increase in the wind tunnel noise reduces (R*)T ; CREEL et al. interpretation is
that the external noise generates instability at the location where the boundary layer is
disturbed locally by the roughness element.

17. TRANSITION ON THE WINDWARD FACE OF SPACE SHUTTLE

17.1. Flight conditions and instrumentation

Extensive wall temperature measurements were performed on the windward face of
the "Columbia" orbiter during five flights (STS-l through STS-5). The thermal protection
system on the lower surface of the shuttle was composed of insulating tiles with nominal
surface dimensions of 15 cm by 15 cm, and nominal gaps of about 1 mm. Approximately 90
thermocouples were mounted within the tiles, and the temperature-time histories make
possible to reconstruct the transition movement during re-entry. Figure 57 shows an
example of surface temperature evolution recorded by a thermocouple located close to the
symmetry axis. The beginning and the end of transition are defined as the limits of the
abrupt increase in temperature, which occurs between t 1260 sec and t - 1280 sec.
(t = 0 sec at altitude 400 000 ft).
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Figure 58 -Entry conditions
Figure 67 - Ezcvrle of tempera ture-time - mean curve

history during re-entry
(xL = 0.3) M transition at x/L = 0.99

transition at ./L = 0.10

The mean entry conditions for the five flights are depicted in Figure 58 by the
dimensionless parameters 

8
'=,L and M . R R L is the Reynolds number based on free-

jtream flow properties and the orbiter length L. The conditions at which transition occurs
at x/L = 0.10 and 0.99 on the center line are also reported. It can be seen that
transition is first detected at the trailing edge for M. 1. 10, and that 90 per cent of
the shuttle length is turbulent for M_ a 7. The local Mach numbers at the boundary layer
edge are obviously much lower (of the order of 2), for angles of attack between 25 and
40 deg.
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17.2. Analysis of transition mechanisms

The first problem was to avoid premature transitions caused by the gaps between
adjacent tiles. Wind tunnel experiments have shown "that grooves parallel to the surface
streamlines produced strong boundary layer tripping disturbances, whereas grooves per-
pendicular to streamlines produced much weaker disturbances" (HARTHUN et al, /102/). The
tile orientation was consequently chosen for eliminating the gap tripping effects.

For the first flight, surface temperature data were only available after t = 1050 sec.
As this time, the flow on the aft fuselage and on the right wing was turbulent. Post-
flight inspection revealed that transition was induced by a gouge in a tile on the right
nose landing gear door. This anomaly resulted in a higher drag on the right side. The
asymmetry disappeared at 1252 sec when the left-hand side became turbulent.

During the other flights, transition onset was characterized by the sudden appea-
rance of turbulent wedges, thi apex of which moved very rapidly from the trailing edge of
the orbiter to the nose of the fuselage and to the leading edge of the wings. This sudden
forward movement is an indication of roughness-caused transition. It is now recognized
that the surface irregularities resulted from the corners of misaligned tiles, which can
be considered as three-dimensional, randomly spaced, roughness elements.

Most of the analysis of these flight transition data are restricted to the center
line of the shuttle. HARTHUN et al. /102/ estimated that the assumption of conical flow
was a good approximation for x/L < 0.5 and used VAN DRIEST-BLUMER criterion, equation (25),
to calculate the effective roughness size. At x/L = 0.1, the calculations indicated
keff 3.4 mm for flight 4 and keff = 2.9 mm for the other flights. BERTIN et al. /103/
/104/ used the Re/Me criterion to correlate wind tunnel data and flight data.

A=0* a=15 A =30* c=60
°

Figure 59 - Flow patterns on the windward face of a delta wing (Bertram et a!.).

However, there is no proof that the transition process on the windward face of the
orbiter was entirely determined by conditions on the plane of symmetry. To illustrate this
point, Figure 59 shows the volution of the flow patterns on the windward face of a delta
wing when the angle of attack increases (BERTRAM et al. /105/, referenced by POLL /106/).
At zero incidence, the attachment lines lie along the leading edges ; as incidence is
increased, they move towards the centerline (a = 30*) and ultimately meet to form
a single line (a = 60") . POLL /106/ introduced the hypothesis that transition
occurs at first on the attachment line , because a roughness element on this line
"can produce turbulent flow at a much lower Reynolds number than an identical element which
is off the attachment line". This means that the first turbulent wedge can appear at
any spanwise position, depending on the location of the attachment lines. MORISETTE per-
formed wind tunnel experiments which supported this view /107/ ; a delta wing orbiter model
was set at 20" incidence in a flow with a free-stream Mach number of 6, and several three-
dimensional roughness elements were distributed across the span at the same chordwise
position. When the unit Reynolds number was increased, transition was observed at first
behind the trip located on the attachment line (which did not coincide with the centerline).

These elements led POLL to analyze the space shuttle data under consideration of
leading edge contamination /106/. He assumed that the results presented in Figure 52 for
incompressible flows were also valid at high speeds when A and n were replaced by
R* and n*. It has been shown in Section 16 that this assumption was correct for d = 0
(
-- 

z 650 - 700 at transition onset) as well as for large tripping elements (R" = 250 when
leading edge contamination occurs). Although information is lacking for the intermediate
regimes, POLL deduced from boundary layer computations that the sudden forward movement of
the turbulent wedges could be explained by a "flashing" mechanism (regime III in Figure 52).
It is obvious that this attractive theory is by now rather speculative.
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18. CONCLUSIONS

This paper demonstrated that the problems associated with boundary layer transition
in supersonic and hypersonic flows are numerous and that many of them are far from being
solved.

On the theoretical point of view, the linear stability theory constitutes a very
efficient tool to understand the fundamental mechanisms leading to transition, and
sophisticated experimental studies gradually confirm these theoretical elements. The
linear theory can also explain, at least qualitatively, the influence of more or less
controlled parameters (unit Reynolds number, wall cooling for instance). But the key
problem lies in the understanding of the receptivity mechanisms and the exact relation
between instability and transition is not very well known. Despite these facts, the
extension of the en method in supersonic and hypersonic flow could provide a reliable
prediction of transition ; for a low disturbance environment, the n factor has roughly
the same value as in incompressible flow.

Beside the strong mathematical and numerical difficulties inherent in the linear
stability theory, there is a lot of experimental problems which remain unsolved. Obviously,
the measurements are much more difficult to perform in supersonic and hypersonic flows
than at low speeds, and the results are often not easy to explain. These problems are
discussed during these Lecture Series by F.K. OWEN. From a physical point of view, it
must be kept in mind that wind tunnel experiments cannot duplicate free-flight environ-
mental conditions, so that in many cases, transition Reynolds numbers measured in conven-
tional facilities are much lower than those occuring on hypersonic vehicles. However,
even if the results are not quantitavely correct, one may expect that varying flow parame-
ters (wall cooling, pressure gradient...) would give the correct trends. It is also impor-
tant to remind that wind tunnel tests make possible to obtain fundamental information
which is difficult to reach in flight conditions (linear ano non linear stability results,
effect of streamwise vortices imbedded in laminar boundary layer for instance).
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SHOCK/SHOCK AND SHOCK-WAVE/BOUNDARY-LAYER INTERACTIONS

IN HYPERSONIC FLOWS

by

J. DELERY

ONERA - 92320 CHATILLON - France

SUMMARY

Shock Interference phenomena and shock-wave/boundary-layer interactions are of special importance in hypersonic flows since
they can be at the origin of extremely high local heat-transfer rates raid loss of control effectiveness. The physical aspects of these
ph, ne are first considered by examining the characteristic features and tho scaling laws of typical 2-D interacting flows.

ation laws allowing the prediction of separation pressures, peak heat-transfer rates and Incipient shock-induced separation are
presented. Various methods have been developed to obtain a more complete prediction of shock-wave/boundary-layer Interactions.
Thes methods can be classified Into four categories, namely: global methods, Inviscid-Viscous Interactive methods, analytical methods
and solution of the Navler-Stokes equations. Here, emphasis is placed on the solution of the problem by Integration of the full time
averaged Navler-Stokes equation& A review of the turbulence models most currently used to compute strongly Interacting turbulent
flows Is presented. Examples of applications conceming both 2-D and 3-D flows are discussed.
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1 - INTROOUCTION

The flow past a vehicle flying at hypersonic velocity Is the seat of strong shock-waves forning ahead of the vehicle nose, the
rounded leading edge of wings and tais, at an air intakes compression ramp, etc... These shock-waves are at the origin of
interference phenomena resulting firstly from Intersection of two shock-waves, secondly from Interaction with the boundary-layer
developing on the fuselage or the wing. Due to their great practical Importance, these phenomena have been extensively studied in
the peat and are stll the subject of very active Investigations (see, for example Korgegl. 1971 and Holden 1966).
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Shock Interferences are more likely to occur at hypersonic Mach numbers because of the small inclination of the shock-waves
with respect to the vehicle. On the other hand, at hypersonic speeds, phenomena resuting from such Interferences lead to
particularly severe problems because of the intensity of the shocks and the extremely high stagnation enthalpy level of the upstream
flow. Also. a typical feature of hypersonic flights Is the existence of fully laminar boundary-layers over the major part of the vehicle
during an Important portion of the reentry trajectory. Thus. laminar Interactions which were rarely met In classical aeronautical
applications are now of great practical Importance.

Practical examples of shock interference situations are given In Fig. 1.1. In the first case (see Fig. 1.1a), the fuselage bow shock
meets a fin bow shock; the second example (see Fig. 1.1b) is relative to an Interference between a launcher bow shock and a
booster bow shock. A similar situation is encountered when the vehicle bow shock meets the shock forming ahead of the canopy.
Such shock Intersections result in more or less complex shock patterns Including shear-layers or jets which can impinge on the
vehicle causing high local heating rates, well In excess of those occuring at a nose stagnation point.

high local hlating rate high [KA heating rate
fuselage bor. shock FNT

FUSELAGE _

Fig. 1.1 Examples of Shock Interference Heating

bow shock corw" flow

Fig. 1.2 Regions of Shock-Wave/Boundary-Layer
hi.:eractions

shock iepialemt

As shown in Fig. 1.2, shock-wave/boundary-layer Interactions occur at Impingement of a bow shock or a refracted shock
resulting from shock interference, at a deflected flap, along axial comers in wing-body and fin-wing junctions, etc... Shock-
wave/boundary-layer interactions also occur in air-intakes of alrbreathing propulsive systems. Such Interactions can induce separation
of the boundary-layer which causes loss In control effectiveness or flow degradation In an engine inlet. Also, the subsequent
reattachment of the separated shear-layer gives rise to heat-transfer rates that can far exceed those of an attached boundary-layer

The present Lecture Is divided into three main Sections.

Section 2 deals with interference phenomena resulting from intersection of two shock-waves

Section 3 gives a physical description of the phenomena Involved in two-dimensional interactions. Emphasis Is placed on the
lucidation of the flow physics rather than on presentation of empirical correlation laws which can be found in the cited references.

The distinctive features of laminar ant turbulent Interactions are displayed as also the specific properties of hypersonic interactions.
Informatlon on 3-0 interactions, which are of great practical Importance but which are more difficult to analyse, can be found
elsewhere (see for example Peake and Tobak, 1980 and D6lery and Marvin, 1986).

Section 4 Is devoted to theoretical methods avaable to predict shock-wave/boundary-layer Interactions. The various flow
modes developed to treat this kind of flows Include:

- Global or senri empircal methods which, In addition to their historical Interest, can still be useful for a rapid estimation of some
essential flow properties.

- Invisclid-Viscous Interactive (or coulirg) methods. These methods, which have known a considerable development since the

plonnering work of Crocco and Lees (1952), can give accurate predictions In 2-D flows.

- Analytical or Muit-Deck theories which have greatly contributed to our basic understanding c' strong interaction phenomena.

However due to the lack of space, we will here focus our attention on the methods calfling upon the numedcal solution of the
Navier-Stokas equation. This way of tackling the problem has received a considerable development during the past fifteen years as a
consequence of the progress In computers performance and numerical methods efficiency. Since the turbulet case is of sacial
Interest, this subsection comprises a rather thorough review of the turbulence models which are presently employed along with the
time averaged Navlar-Stokes equations (for a review of the above cited methods, see Olary and Marvin, 1906).
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2 -SHOCK INTERFERENCE PHENOMENA IN HYPERSONIC FLOWS

X1 - General Remedus

The high local heating rates caused by shock Interaction at hypersoni speeds have been the subje of numerous experimentld
and theoretical studies wich will not be reviewed In datal here (for references on the subject see: Keys and Haine, 1973; Birch
and Rudy, 1975; liden, 19M8; Wieting and Holden, 1997). In evalusting the effece of shock Interfersno, It Is necessary to rst
determine the type of flow that exists when two shocks Intrsect, specialy when these two shocks of differeht seth.

Thus, the basic shock Interference problem appears as a perfect fluid problem consisftig in finding the inviscid flow which
establishes Itself downstream of the region where the two shocks meet. The severe local heating and high pressure e caused by te
Impingement on the vehicle of disturbances emanating from the shock Intedion. These disturbanose can be shear-layers, supersoic
Jets or shocks and the overall flowfteld can be dominated by resulting viscous and/or in, isid effecs depending on the natue of the
Interaction and on Its geometry.

The Intersection of two shock-waves Weds to differert shock patterns which are encountered when considering. for exanple, en
oblique Impinging shock (Ci) which Intersects the bow shock (C2) foring ahead of the rounded nose of a hypersonic vehicle.

Let us Imagine that (Ci) comes from below, as sketched In Fig. 2.1. When (C1) meets (C2) below the obstacle far from the
nose, the situation corresponds to the Intersection of two oblique weak shocks of oppose famila This means that (CI) and (C2) are
inclined at a smnll angle relatively to the freestream velocity vector and that they Impart to this velocity delections of opposite

siga

As the Intesection point I moves towards the nose region, (C2) becomes more and more intense so that - the swth of (CI)
being unchanged - the intersection Involves two shocks which are still of the same family but which are of largely ditlerent
strengths.

When I is above the nose regio shocks (CI) and (C2) belong to the same family and the nature of the soltion to the
intersection problem will change accordingly.

By analyzing very carefully made expedmernt including flownfleld visutilzatlons by optical techniques, Edney (198) 1kintlled SIX
basic types of shock Interactions. The terminology Edney introduced to classity these Interactions has been universally adopted and It
will be used In the presentation that follows.

Mg 2.ToainytteTpepfItrfrneoe

MC. Tpe I

F 2toere Ice a

2.2 - The Basic Shock Interlerence Patterns

The present discussion will be greatly helped by utldizing the shock polar representation of the solution of the oblique shock
equstions Let us recall that this polar Is the locus of the states which are connected to an Initial state through an attached oblique
shock transition. The pow is most often represented in the plane of the two variables: pressure p (or pressure Jump Pt/Pg through
the shock) - flow direction 4p . An Interesting feature of the shock polar representation is that two congiguous flows, separated by a
sip4ine, have the same image point in te shock polar plane since compaillty conditions require that these flows hoe same
pressure and be parallel. Shock polam are dosed curves with two branches corresponding respectively to the weak solution and the
strong solution of the oblique a* equations. An isentropic simple wave evoution can be simlarty represented by a poa curve in
the [preaondetin plane.

In the following discussion, the analyzed situatlons wil correspond to a uniform Incoming stream for sake of si plicity.
However, the local properties of the solution at an Intersection pon I are not changed If the flow Is non uniform or deymmetrc.

Type I Inerkfanm A Type I Interference pattern exists when two weak shocks of opposite laniis Intersac at po I, as shown in
Mg. 2.2. The knpkng shock (C1 ) provokes a pressure rise from P0 to PI and On up

w a
rd deflection 4p-y" (?We adapt -0

for the upstream uniform low). The bow shock (C2) Induces a pressure rise from p0 to p2 aend a downwan. deflection p,.

The two shocks (CI) and (C2) Intersect - or are refracted - at point I from which emanates sh0o (C3 ) and (C4) leading to
presure levels p3 and p4 and flow directions, V3 and VI respectfvey. In regions 3 and 4, the static Pressures we be the tw aend

the flow directions parell. Thus, unleas the strengths of the two shod. (Ci) and (C2) are equal. a slip line (I ) wE be produced

at poi. the entropy rise (or stagnation pressure loss) being not the sane through (C) + (C-) and (C2) + (C4).

For a perfectly Inviscid flow, density, temperature and velocity ar discontinuou across (I). In fed, due to the vlscoeity of the
fluid, a sheer-layer develops along (Z ) emuri a continuous vritiflors of flow propertie between states 3 and 4. This ~e layer

can be either laminar or turbulent depending on the loct Reynolds number.
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The situation at I In the shock polar diagram Is sketched In Fig. 2.3. Rows 1 and 2, downstream of (C1 ) and (C2) are
represented by points I and 2 on the shock polar ( / ) attached to the uniform upstream flow 0. The shock polars ( , ) and ( / )
attached to stateas 1 and 2 Intersect at a point which Is the common Image of flows 3 and 4 co-existing on each side of the slip line
(Z).

For the present Interference, the actual rise In pressure and heating at the surface is caused by the interaction of the
transmitted Impinging shock (C4) and the wall boundary-ayer. The flow associated with Type I Is supersonic throughout and we are
faced with a dassical shock-wave/boundary-iayer Interaction phenomenon which is discussed in detal In Sections 3 and 4.

Type II linuerne. Now, let us Imagine that the strength of shock (C2) Is Increased, which corresponds to a displacement of the
Interference zone towards the vehicle nose. as shown In Fig. 2.1. In these conditions, the Image point 2 on the shock polar ( 1. )
moves to the left of the diagram in Fig. 2.3. Hence, a situation can be reached where shock polars ( r ) and ( r ) do not intersect
each other.

The preceding solution Is no longer possible and the flow pattern sketched in Fig. 2.4 occurs. The corresponding situation in
the shock polar plane Is represented In Fig. 2.5. Now, shock polars ( ,7 ) and ( 17 ) intersect the strong shock solution branch of
shock polar ( /, ). Consequently, an Intermediate nealy normal shock (C5) forms which joins the two triple points 11 and 12 , the
flow behind (C5) being subsonic. Situations at 11 and 12 are represented by points 3-5 and 4-6 in Fig. 2.5, 5 and 6 being the images
of the flows just behind (CS) at 11 and 12 respectively.

A detailed analysis of the complete flowield Is difficult because the extent of the subsonic region Is unknown and depends on
the size and shape of the body. Such a pattern with triple points and a nearly normal shock (in fact a strong oblique shock) is called
a Mach reflection or Mach phenomenon. It can also occur at the surface of the vehicle if the regular reflection of shock (C4) is no
longer possible for similar reasons (see sketch in Fig. 2.4).

11. 1 ®~k k ,

Fig. 2.4 Type II Shock Interference Pattern Fig. 2 5 Shock Polar Representation of Type II
Interference

In certain situations, shock polars ( 1 ) and ( , ) may Intersect at a pressure level above the strong shock part of (r ). Then,
there exists the posaiblity of either Type I or Type II Interference. The shock polir diagram does not Indicate which shock
configuration Is the most stable nor the circumstances where one type of Interference pattern would occur In preference of the
other. This problem has been examined in detail by Crawford (1979) who proposed an interesting shock polar construction to solve
shock Interaction problem.

As In the preceding case, for Type II Interference, the heating problem results from the reflection of the oblique shock (C4) at
the wall.

Type IN t A Type III interference pattern occurs when a weak Impinging oblique shock intersects a strong detached bow
shock a shown in Fig. 2.6. The sltuation In the shock polar diagram Is represented in Fig. 2.7. In this case, the shock polar ( / )
IWeeecta the strong shock branch of the shock poiar ( 1 ). A solution simlflar to Type I is here Impossible because of downstream
boundary conditions Imposing the strong solution for the bow shock.
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Fig. 2.6 Type IlI Shock Interference Pattern Fig. 2.7 Shock Polar Representation of Type III
Interference

Downstream Of the two weak oblique Shocks (Ci) and (C2), the flow 3 IS still aupersonlc. whereas the flow 2 is subsonic.
Thus, a large velocity difference exists across the slip line (Z ) along which a shear-layer develops. This shear- layer attaches to
the surface with bubsoric flow above the layer turning upward and supersonic flow below the layer passing through an oblique shock
(C4) in order to turn paralel with the surface. Whether the shear-layer attaches to the surface depends on the Mach number M3 In
region 3 and the angle V1 between the shear-layer and the surface. If M3 s sufficiently high and 4', does not exceed the maximum
turning angle for 113 . then the layer wil be attached. If the maximum turning angle is exceeded, the sheer-layer will detach and a
Type IV Interference pattern will be formed (see below). If the shear layer attaches at point R and an oblique shock (C4) does exist.
then another triple point shock system wil occur, as shown In Fig. 2.6.

Peak heating caused by attaching of the free shear-layer is analogous to that due to the reattachmel of a supersonic
separated flow. This problem, essental for base flow prediction, has been the subject of a large number of publications which cannot
be cited here (for a recent review of the question, see D6lery and Lacau. 1987). Supersonic reattachment theory shows that the
reattachment angle 4r is a well defined function of the Mach number M3 at the shear-layer supersonic outer edge. So that,
Inclination of slip-lIne (I ) with respect to the reattachment wall is not arbitrary and the overall flowfield results from a coupling
between the angular reattachment law and the perfect fluid compatibility conditions to be satisfied at the triple poin I.

Figure 2.8 shows an example of peak pressure and peak heating resulting from Type IIl Interference. These distributions have
been measured on a hemisphere at a Mach number of 6. One sees that the maxImum heat transfer is 14 times the heat transfer at the
stagnation point. Simiar results were found by Glnoux and Matthews (1974).

It must be realized that the compression undergone by the shear-layer flow Is much more efficient than the compression
through ta Intense bow shock. This fact enables very high static pressures, well in excess of the freestream piltot pressure
recovered behind the bow shock-wave, to be achieved In the shear-layer attachment region at R. This also causes the local heat-
transfer rate to increase sharply.

P I 0 , ,.

K., 1 -

"- C'......0

.4a 0 1 -0 0 0 8" t0o 0 0

Fig. 2.8 Type III Interference on a Hemisphere at Fig 2.9 Peak Heat Transfer Correlations for Type
M0 - 6 (Keyes and Ha~ns, 19731 111 Interference (Keyes and Hlains, 1973)

There exit omelatlon laws to predict hatrandeh rate In the reatachment region of a free shear-layer. For cIsonnce, Keyes
and Morris (1972) have WOpoed t* coreisdkn shown In Fig. 2.9 for lmnar and turbulnt shear-layer attachments, This corelako

s drrvd from a correlation Inifially establIshed by Bush and Wensten (1968) for the peak hetellner at the rettachmen of
separated boundary-ayer (see Section 3.2.7 below).

TypI I li 11, - , -When doe wek knpkglfg shock Interset the nearly normal parn of the bow sho*k a situation s reschedf
where It Is rno longer possibl fr the sher-Iyer to saidd the reonchiment law at R. Thn, Type IV Intereec ocus Thi
Interec result In a complex Now ptten with a superonic W embedded In the subsnic flow domak bewe th bo doc
and the obtade (we Fla . 1).
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Up to region 3, the flow model Is the same as Type III, therefore Type IV interference can be considered as - special case of
Type III interference with a detached shear-layer. From Fig. 2.10 it can be seen that the flow In region 4 Impinges on the wall
nearly normally after having crossed the oblique shock (C4) behind which the flow Is still supersonic Thus, a supersonic jet develops
surrounded by subsonic flows in which the pressure In nearly constant. Hence, to maintain pressure continuity at the impact of
shock (C4) with the jet boundary (J1), a centered expansion must form to cancel out the pressure jump through the shock (C4) (a
similar situation is analyzed in Section 3.2.2 below). This expansion Is reflected by boundary (J2) as a compression which In turn is
.eflected by (J1 ) Into an expansion wave, and so on. Thus the let is constituted of triangular regions, the actual number of regions
being dependent upon the standoff distance of the entire configuration.

Upon Impingement on the wall, a jet bow shock is produced that creates a small stagnation region with high pressure and
heating. As shown by Edney, the peak heating Is dependent upon the peak pressure, the jet width, the jet angle of Incidence with
the surface and the state - laminar or turbulent - of the shear-layers developing along boundaries (J1) and (J2). Correlations have
been proposed to predict peak heating In the )et Impact region . They will not be given here (see Edney, 1968; Keyes and Hains.
1973). Peak pressure and heat-transfer caused by Type IV Interference are shown in Fig. 2.11. These results are relative to a
hemisphere placed In a flow of Mach number equal to 6.

In some situations, the jet can be turned to graze or love parallel to the surface without impInging. In this case (denoted
Type lVa interference), even though Impingement does not .. cur, regions of high heating are nevertheless produced because of the
interaction of the jet flow with the boundary-layer.

C, I

(c,
- oI..+,J p, . . __, - -1_

L 1
4

2z

45 0 45

Fig. 2.10 Type IV Shock interference Pattern Fig, 2.11 Type IV Interference on a Hemisphere at
MO = 6 (Keyes and Hains, 1973)

Type V Interference. Type V Interference occurs when the impinging shock (C1) meets the bow shock (C2) above the nose of the
obstacle, in a region where (C2) is still a strong shock (see Fig. 2.1). Then, near the nose, the flow in front of (C2 ) is the flow I
behind (C1 ).

This type of interference involves the intersection of two oblique shocks of the same family. The resulting flowfield is
represented in Fig. 2.12. It consists of a rather complex shock pattern comprising a triple point I and an intersection 'oint H where
four shocks meet. The thin supersonic jet from I and the shear-layer emanating from point H converge as the subsonic flow behind
shock (Cr.) accelerates to sonic velocity. Both the jet and the shear-layer gererally intermix and may graze the surface, thus causing
some Increase In heating. Impingement o1 shock (C4) on the vtrface leads to a classical shock-wave boundary-layer Interaction
problem which Is anairoed In detail in the coming Sections.

The flow structure in the shock polar diagram is sketched in Fig. 2.13. We will not comment this diagram which can be readily
understood by referring to the shock pattern in the physical plane (see Fig. 2.12).

(COC@
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Type VI iuerln This type of interference takes place when (CI) and (C2) Intersect far front the nose In a region where both
(Ci) and (C2) are week oblique shocks (see Fig. 2.1). The corresponding shock pattern Is represented in Fig, 2.14. In this situation, an
expansion fan emanatea from the triple point I, Impingement of this expansion on the surface leads to a decrease In the pressure
distribution. This type of shock pattern, which Is also associated to ramp Induced flow. i commented In detail In Section 3.2.2 below.

P-- (r*)

Fig. 2.14 Type VI Shock Interference Pattern (q -

2.3- Calcuistion Methods for Shock interference Heatin

Severai empiricai methods have been proposed to predict peak heeling due to shock intererence in hypersonic flows (see for

esample, Hamns and Keyes, i12; Keys end Morris, 1972; Keyes end Hains, 1973: Branifette, 1974). These methods, which wilt not begiven here. are based upon a simpified description of the Inviscid flowield resulting from the shock interference. Then, semi-

empirical models are superimposed on the inviscid structure to represent the dissipative effects responsible of the transfer
phenomena. In the preceding Section, we have presented correlations for predicting heat-transfer at the attachment of a shear-layer
resulting from Type iII interference. Similar treatments can be applied to other types of interference: jet Impingement for Type IV.
shock-wave/boundary-ayer interaction for types I, It and V.

It is only recently that an accurate treatment of the shock interference problem by solution of the Navier-Stokes equations has
become possible, Indeed, numerical simulation of shock interference flows including viscous effects with classical numerical schemes
was difficult because of the Intense shock-waves and shear-layers. Thus the classical shock-capturing method based on the
MacCormack predictor-corrector scheme which was employed by some Investigators gave poor shock-wave resoitlOin (Tannehti et a..
1976).

However, due to progress in numerical methods (for exsample use of second order implicit total variation diminishing - TVD-
algorithms) Rrod adequate grid resolution normal to the wall, very promising results have been obtained recently by Kopfer and Yes
(1988). Figure 2.15 shows an example of surface pressure and heat-transfer distributions obtained for a Type Ill interference at a
Mach number of 8.03. The results compare favorably with the data of Wleting and Holden (1987), although the peek heating level is
underpredicted. in this case, part of the discrepancy is attributed to uncertainty in the impinging shock location. Figure 2.16 shows
Mach number contours of Naviar-Stokes solutions for Types 1, 11, 111 and IV interference shock patterns at Mach 15.

P ... h

8

Fig. 2.15 Navler-Stokes Calculation of Type III

4 Interference at M0  8.03 (Klopfer and

.11 Yea, 1988)

-100 0 100 -100 0 l00G

Fig. 2.16 Navier-Stokes Calculation of Several Types

of Shock Interference at M0  15 (f0opfer

and Yea, 1988)
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3 -A PHYSICAL DESCRIPI ION OF SHOCK-WAVE/BOUNDARY-LAYER INTERACTION IN SUPERSONIC AND HYPERSONIC FLOWS

3.1 - General Remarks

In what follows we will consider phenomena associated to shock-wave/boundary-layer interaction from a geneal point of view:
i e without makihg a well defined distinction between supersonic and hypersonic flows This, for at least three reasons:

i - Firstly, because the essence of phenomena is basically the same, independently of the incoming flow Mach number, so that the
main flow features are similar whatever the Mach number is. This conclusion would be different for transonic interactions in which
the hyperbolic-elliptic nature of the outer inviscid field leads to specific characteristics The case of transonic interactions will not
be considered in the present Lecture although transonic situations are not impossible on a hypersonic vehicle (for information on this
kind of interactions, see Deolry and Marvin. 1986).

ii - Secondly, because' supersonic interactions actually occur on a vehicle flying at a hypersonic Mach number since there is a
considerable reduction in the flow Mach number behind the bow shock-wave.

iii - Lastly, a good reason to examine Interactions at moderate - but frankly supersonic - Mach numbers is that phenomena are more
evident at supersonic velocity than at hypersonic velocity where the interaction is confined within a thin layer close to the wall As
will be seen below, this is specially true for turbulent interactions.

Neveheless, typical featurcs of hypersonic interactions wit be cldeay established and emphasis will be placed on the specifc
problems met for hypersonic flow conditions. For instance, effect of wall temperature will be discussed when information on the
influence of this parameter is available. As a matter of fact, one of the most typical features of h.personic flows is the large
difference that exists between the wall temperature Tw and the outer flow stagnation temperature Tt. This thermal situation is
frequently characterized by the ratio Tr/rr where Tr is the recovery temperature. i. e. the adiabatic wall temperature This ratio can
be well in exces of to for reentry conditions. The high value of the outer flow stagnation temperature leads also to extremely large
heal-transfer rate, at the wall, especially in shock-wave/boundary-layer interaction regions. This important problem will also receive a
special attention.

3.2 - Interactions in Two-Dimensional Flows

3.2.1 - The Four Basic Interactions

What can be considered as the four basic configurations involving interaction between a shock-wave and a boundary-layer in
supersonic - or hypersonic - flow are schematically represented in Fig. 3 1 In what follows, the incoming outer flow will be assumed
an uniform flow streaming along a flat plate for the sake of simplicity

i - The first atrd most conceptually simple situation is the wedge (or ramp) flow Here a disccntinuity in the wall direc ;on is the
origin of a shock-wave (Cl) through which the supersonic ircoming flow undergoes a deflection -d V equal to the comer angle n.

ii - The second type of flow is associated with the impingement on the wall ot an incident oblique shock (C1 ). The incoming flow
undergoes a deflection 6'pl through (CI) and the necessity for the downstream flow to be again parallel to the wall en,.ils the
fornation of a reflected shock (C2) issuing from the impingement point I of (Cr). The deflection ,J produced by (C2 ) must be such
that J" 0 = 4n -1 . The pressure jumps p, 1/p0 and p2 /Po through each shock are not equal, though not very different

iii - The third flow is induced by a step of height h facing the incoming flow Such an obstacle provokes the separation of the flow
at a point S. The very rapid pressure rise accompanying separation, especially in turbulent flows, gives rise to a shock-wave (C1 )
emanating from a place very close to the separation poinl S Downstream of S. a separated zone de-lops It is characterized by the
existence of a bubble of recirculating flow in contact with the step. In fact, there is some similarity between ,edge flow and flow
produced by a forward facing step. In the latter case, the separated region is felt" by the outer inviscid stream as a corner whose
angle is determined by the displacement effect of the dissipative region

v - The fourth situation corresponds to the reattachment downstream of a rearward facing tep The incoming flow separates at the
base shoulder S undergoing an expansion with a (negative) downward deflection. Further downstream, the flow reattaches on the wall
The resulting positive deviation generates compression waves which coalesce into the so-called 'reattachment shock". In contact with
the wall. a recirculating bubble is trapped, inside which the flow is reversed.

Now we will examine in more detail the general structure of the flowfielcs resulting from these interactions by focusing our
attention to interactions i) and ii) In fact, some properties of flow iii) are met in interactions of type i) or ii) when these
interactions lead I, the formati"n of a large separated zone, as for example the existence of a pressure plateau succeeding to the
pressure rise at separation. Flow iv) concerns Imore specially base-flow problems that will not be considered in the present Lecture

Z 1

P l..p ff. b Sim rlfk tt

Im

Fig. 3 1 Basic Shock -Wave/Boundary-Layer Fig. 3.2 Ramp Flow. Flowfield Shadowgraphs, M0
Interactions in Supersonic Flow 2.85 (Settles ef al., 1979)
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In what flows, we wil consider in a global manner both bann and usbu t flows since there Is no basic derences
between the Iferactonm associated with these two boundary-layer rigime. However, the main - and importat - diflerences which
a~led the scale (esent of the Interactlon domain) and Intensity (pressure rises associated to the Interaction) of phanomena will be
emphasized.

3.2.2 - The General Flow Structure

The Compression Ramp Flow. Let us first consider the fow structure associated with a compression ramp. Figure 3.2 shows a
sequence of ricroecond spark shadowgraphe visualizing this type of flow for an upstream Mach number M0 equsi to 2.85 and a
Reynoldis number RL Piased on the thickness $i of the Incoming boundary-ayer) equal to 1.7 x 106 (Settles at al., 1978). In these
conditions, the incoming boundary4ayer is flly tttuia. The four pictures correspond to different values of the corner angle
ranging from W to 24 (the appearance of a second ramp in some of the photos is due to optical interference and is not affecting
flow development).

In the S' case, a distinct shock-wave is seen to arise fr'om the corner location. This shock-wave forms well within the
boundaryayer and, In fact, most of the boundary-layer behaves like an inviscid - but rotational - fluid, viscous forces being
negiible compared to pressure and inertia forces throughout the major pars of the boundaryJayer. Furthermore, at the high
Reynolds number value of the present experiments the velocily profile of the Incoming boundaryayer is very 'filed" so that the
Mach number slowly decreases over the major part of the boundary-layer thickness. Transition to zero-velocity at the wall takes
place over a very shot normal distance and accordingly the subsonic layer is extremely thin. These features explain why the shock
originates from a region very close to the wall.

Starling from the wall, the shock is first seen to be curved, the curvature being due to its propagation through a rotational
layer in which the entropy (and accordingly the Mach number) changes from one streamline to the other. Outside the boundary-
layer, the shock is rectilinear since the incoming flow is uniform.

The weak influence of viscosity in this kind of flow - when the ramp angle is moderate - is demonstrated by the theoretical
result shown in Fig. 3.3 (Roshko and Thormke, 1969). This calculation was performed by considering the boundary-layer as a
rotational inviscid flow and by applying the rotational Method of Characteristics to determine the shock shape and the flow over the
ramp. To make such a calculation possible, the inner pert of the incoming boundary-layer must be ignored, the 'cur being chosen In
such a way that the Mach number behind the shock remain supersonic. One sees in Fig. 3.3 that there is a very good agreement
between the wall pressure distribution thus computed and experiment. In the present case, this is because the low velocity portion of
the boundary-layer has a nearly negligible influence on the flow field, the inner subsonic Layer being excessively thin. A similar
calculation has been performed by Cdrdsuela and Coulomb (1970) and also by Don Gray and Rhudy (1973) for the flow over a
compression ramp at a Mach number of 10 (see also in Section 3.2.8 below application of this approach made by Elfstrom to predict
inripeMr shock Induced sepration).

For -e = , the upstream Influence is very small, since the shock emanates practically from the comer angle. On the other
hand, for , - t6 and 20+. the shadowgraph reveals a substantial increase of the upstream influence length due to an intensifying of
the perturbeting agency, namely the shock strength. This phenomenon will be studied in more detail below. Also, the spreading of the
shock near the wal becomes clearly visible. The shock is seen to result from the coalescence of compression waves induced by the
thickening of the low velocity portion of the boundary-layer.

For Wd - 24% the pressure rise is high enough to provoke significant separation. The shadowgraph shows the following typical
features (pert of this shadowgraph is obscured by the aerodynamic fences which were necessary to insure flow field two-
dimensionslity):

i - The comer upstream influence has considerably increased.

ii - A first shock forms well upstream of the comer.

ill - An additional compression tan at reattachment merges with the separation shock and reinforces it.

For flow conditions diffrent from those of the present example, the compression waves at reattachment may coalesce Into a
shock before reachI the sepration shock (see sketch in Fig. 3.4). In this situation the two shocks meet at a bifurcation point I
(also called a tri poin ) and the rwiscd low structure is similar to a double wedge configuration with a first wedge corresponding
to the itial turn S separation end a second wedge to the final turn at reattachment (see Fig. 3.4a). This Inviscid flow structure
can also be concived as a double shock system produced by a "dead-air region at a constant pressure superior to that of the
Incoming flow. The free boundary of this dead-air region starts from the *separation' point STand hits the ramp at the
'reattachment poin AT. ST and RT not being coincidental with the phi separation and reattachment points, since the real flow
field is more conplet thnt the above perfect fluid model which is sketched in Fig. 3.4a. The model of the second kind (including a
deed-air region) has been utilized in multi-component methods developed to compute large separated flows in hypersonic sir-intakes
gxlery and Msure. 19M9).

_ jre 
1  c,,7
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Fig. 3.3 Ramp Flow. The Rottortl Irisoi Flow Fig. 3.4 Ramp FlOW with Separation, Irla Flow
Modal (Ploeto and Thomte, 1989) Modal. Firs Case
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The shock POl construction in Fig. 3.4b shows the local flow situation at point I. In order eat the two fows downstream of.
be compatible (Le., he" same pressure and same direction) an intermediate stale 2' must be introduced between the final states 2
and 3. According to the reative position of the shock polar ( ' ) and ( , ), the wave connecting 2 and 2' is either a shock (most
often very weak) - as sketched in Figs. 3.4a and b - or a centered expansion wave - as sketched in Figs. 3.5a and b. This shock
pattern has been investigated by Bird (1963) and Sullivan (1963) who found that at high Mach number the wave between 2 and 2' is
an expansion wave whose amplitude Increases with the Mach number. In hypersonic interactions, the existence of this wave is tft at
the wall by a sharp decrease of the pressure downstream of the reattachment region (see Section 3.2.3 below).

P_ , , r,) - C
P.

(C'1 -C

Sc .S

Fig. 3.5 Ramp Flow with Separation. Inviscid Flow Fig. 3.6 Turbulent Hypersonic Ramp Flow. Flowfilald
Model. Second Case Shadowgraphs. M0 = 8.6 (Holden, 1972)

The features specific to a turbulent shock-wave/boundary-layer Interaction in hypersonic flows are illustrated by the photographs
in Fig. 3.6 which show ramp flows for an incoming Mach number of 8.6, the Reynolds number R. being equal to 1.4 x 106 (Holden,
1972 and 1977). Thus, for hypersonic flow the following features are apparent:

I - When there is no separation, as in photo a, the main shock (CI) is very close to the ramp and emanates practically from the
comer hinge.

ii - The boundary-layer thickness over the ramp is much thinner than the incoming boundary-layer. This important reduction in
thickness is due to the large Increase in the unit flow rate p u ( e : density, u : velocity) resulting from the compression through
the shock.

iti - When separation occurs, the shock pattern described above is embedded within the boundary-layer. The situation is more clearly
visible in the sketch of Fig. 3.7. One sees that the triple point I can be very close to the wall so that the expansion wave
emanating from I reaches the wall at a small distance behind reattachment leading to an important pressure decease.

b0 *"7 " "...q-

3g. 37 Hypersonic Ramp Flow. Sketch of Fowleld

Fig. 3.8 Turbulent Hypersonic Ramp Flow. Flowsled
ShdowgrphS. Mg = 9.22 (Elfatom, 1971)

The shadowgraph pictures of Figs. 3.8a and b give another beautiful example of a turbulent hypersonic flow at a wedge-
compression comer (Effstrom, 1971). In the separated case (see Fg. 3.8b), one dearly sees the separation shock and the shear-layer
which develops between the external Inviscid fio, below the separation shock, and the so-cased 'dead-air" region In contact with
the wall. Aso, one notes the strong reattachment shock that is Intersected by the separation shock very close to the surface.

Thus, one of the distinctive features or hypersonic Interacting flows, is the existence of a pattern of extremely strong shocks
associated to the separated flow.

On the other hand, the atieren photographs of Fig. 3.9 emphasize the differences between a br*w and a turbulent
Interactlon. It Is seen tan for a am ramp ngle ( - 15') and at a Mach number of 5, a large separation occurs In the laminar
C whreas the flow remains attached In the turbulent case. The Inmedlate conclusion is that the Interaction length - Ie. the
sreef extent of the Interactlon domain - is far more Important In the laminar flow rfgame than in the turbulen r6glme. Also,
one notes tht a fanuinar boundary-lyer wll separate for a much weaker shock than a tuhbulant ore.

FIgure 3.10 shows a compn between a laminar and a turbuleant Interaction in terms of wall pressure distrlibutions for nearly
the same uptream Mach number (Chepaunt l. 1957). These wall pressure dlstrt lbons lealy exhlbit a greter spreading of the
discontinuiy In the case of the lan*w boundary-ayer. This greater X-raie aiersion Is far beyond the scaling by the incoming
heisa thickness. Also, the various characteristic pressure rlsft in partcular the pressure at speratlotn are far less
hmporlart in larmir Iowa than in tularent flows

The abow d-ereno In e low beh vkrs have at leaest two Immediate conequences:
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Fig. 3.9 Hypersonic Ramp Flow. M% - 5 - ,, - IS' Fig. 3.10 Shock Reflection in Fully Laminar and
Fully Turbulent Rfgimes (Chapman at al.,
1957)

- The pressure rise required to separate a laminar boundary-layer Is much lower than the pressure rise inducing separation of a
turbulent bouidary-layer. A direct quantitative comparison of the respective sensitivity of the two flows to shock-induced separation
Is difficult since such a comparison should be made by varying the pressure rise while keeping the same Reynolds number for the two
flows. However, some Information can be Inferred from the Free Interaction Theory presented in Section 3.2.4 below. This theory
establishes the fact that the normalized pressure rise at separation - which can be Identified with the pressure ratio necessary for
Incipient Separation -is nearly five times a iler in laminar flow than In turbulent flow.

I - Due to the wider stveamwlse spreading of the phenomena and the simultaneous reduction In the amplitude of the pressure rises,
the X-wlse gradients of the flow properties are far less intense In lamlIar flows. Consequently. the transverse pressure variations are
also small, as Is shown in the experimental data of Sfeir (t169) plotted in Fig. 3.11. These results are relative to a ramp flow at an
upstream Mach number M0 - 2.64. The figure gives a comparison between the pressure measured at the wall and the pressure at the
boundary-layer edge deduced from local measurements. The coincidence of the two distributions must be compared to the large
transverse pressure gradients existing in a turbulent Interaction where, as we have seen, the shocks penetrate deelV Inside the
boundary-layer.

• ,A- 1 I p. a (I ic We t W
roMl p-t ai WN d.r Lh mdw

0 (15 I .5 2

14.254 5, . 14.10'

Fig. 3.11 Ramp Flow n Laminar R6gm. Waf Fig. 3.12 Incident Reflectlng Shock In Turulent

Pressure Oisltrbution (Steir, 1969) Flow. Flowfield Shadowgrephs M0 = 1.93
(Clery, 1970)

The absence of a significant y-wlse pressure gradient in a laminar Interaction is of great concern for theoretical methods since
it justifies the modelling of this kInd of flow by reso tng to a classical boundary-layer approach as the one most often used in
Inviscid-Viscou Interactive (VI) methods.

The WO*VPnleding Otique Shork. In the present simplified configuration, a shock-wave Is generated by a "shock-generato,
made up of a lat plate with sharp leading edge. inclined at an angle .-4 relative to the uniform incoming flow. The planar oblique
shock originating from the plate leading edge Ipinges on a tralght wai facing the shock generator.

The sequence of schleren photographs shown in Fig. 3.12 visualizes the shock reflection phenomenon for increasing values of
the primary deflection Af through the Iient shock-wave. In the present ample. the Incoming flow Mach number Is equal to 1.93
and the Reynolds number R4, to 0.75 x 104 (Pilry, 1970). The apparent thickness of the shock on the photographs Is the
mmllesaten of si effect on the test-ection wincos. The foloiawIng chilem photographs Interpretation closely resembles the
schematic flow representation given by Bogdonft and Kepler (1964).

When the incIdeq shock Is weak (a Ii the lit photograph In Fig. 3.12a), the genr flow struture does not differ much from
the peroct fluAd model. Howeve, a dose look st the pkIue reveals that complex phenomena take piece inside the bondary-layer.
A schematic sketch of the observed vmewl-fisld l rresered In Fig. 3.13.

The Incident shock (C) progresael curves it penetrates the boundary-layer becIausi of the decrease in local Mach num-ber.
Cowlat"ey Its Itensity weaken and becomes vwfta*.4 small when the shock reaches the sonrc line. On the other hard, te
preseiurnve tiough (C1) tends to propegat uspse In the subet region e ofd the bouWd e. cusing this Po to itkr

The tntcksng of the boundw r eubsonic can generates outgoing comlpressIo wae i) tt rapily codaem to form
the reflected shock (02). The refracton of thse waes - Mte thft of the Incident shock - as ty propagate trough the a
qsMel-kWcM e(t.c linduces to o-friy - 5om 02). These las Wss we relect d by the sonic In as 1o w
(13) w we dea ly viible, ust nd shock (C2) on the odlr picture.

S.
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Fig. 3.13 Shock Reflection Without Boundary-Layer Fig. 3.14 Shock Reflection Without Separation. An
Separation. Schematic Representation of Example of Weak Viscous Interaction. M0
the Flowlield 1.93

' ry weak incident shocks, the upstream interaction distance is extremely short, so that the above flow pattern is

embedded well within the boundary-layer. Thus, at the outer flow scale, the only reflected wave is a shock (C2) with a deflection A F
equal - but with opposite sign - to that of the incident shock (Ci). In this case, the reflection of the shock is said to be a weak
interaction process in the sense that the (real) viscous flow closely resembles the inviscid flow solution. This resemblance is also
evident when considering the wall pressure distribution plotted In Fig. 3.14.

Let us now consider the case of an Incident shock strong enough to searate the boundary-layer. The resulting typical wave
pattern is visualized by the two last photographs In Fig, 3.12. A very schematic representation of the observed flow field is sketched
in Fig. 3.15.

The boundary-layer separates at a point S located well upstream of the point where the shock would meet the surface if the
fluid were inviscid. The rapid pressure rise at separation results in compression waves propagating at first In the supersonic part of
the boundary-layer, then in the outer Inviscid stream. These waves coalesce to constitute what can be Interpreted as the leading
reflected shock (C2) through which the outer inviscid stream is turned upward from the wall. Shock (C2) intersects the incident
shock (C1) at point H from which emanate the two refracted shocks (C3 ) and (C4). As the entropy rise through (C1 ) plus (C4 ) is
generally different from the entropy rise through (C2) plus (C3 ), H is the origin of a slip line well visible on the last photograph.

EMc C-

I H

Fig. 3.15 Shock Reflection With Boundary-Layer Fig. 316 Shock Polar Representation of Situation at
Separation. Schematic Representation of Point H (See Fig. 3.15)
the Flowfleld

A shock-polar representation of the situation at point H Is schematically represented in Fig. 3.16. if one Increases the Intensity
of the Incident shock, a situation can be reached where the two shock-polars representing the refracted shock-waves (C3) and (C4)
do not intersect anymore. Then a Mach stem phenomenon appears with the formation of a quasi normal shock inside the flowfield.

After Intersection with (Ci), shock (C3) is bent because of the entropy gradient downstream of (C2) and the compression waves
generated by the thickening of the boundary-layer. Afterwards, (C3) enters Into the separated dissipative layer from which it is
reflected Into an expansion wave. Thus the Impingement of (C1 ) on the boundary-layer is seen to be similar to a shock reflection at
a constant pressure free boundary, as In the case of the external boundary of a large separated region.

The viscous flow. which has separated at S, reattaches on the surface at Doint R. Between S and R a recirculation bubble forms
where the streamwlse velocity profiles contains a zone where the flow streams In a direction opposite to that of the main stream.
Occurrenc of this reversed flow region Is typical of separated boundary-layer. The streamline emanating from the separation point S
and stagnating at the reattachment point R Is frequently called the Discriminating Streamline (or DSL). It delimits the flow which Is
"trapped" Into the recirculation bubble from the flow which streams from upstream Infinity to downstream Infinity. The above picture
Is true only If the flow is two-dimensional and steady.

The Incident shock and reflected expansion turn the flow towards the wait at an angle twice as large as the deflection through
the Incident shock alone. As this total downward turning is greater than the upward turning through the separation shock,
downstrear of the expansion fan, the outer stream flows towards the surface. At the same time the thickness of the dissipative
lar decreases Afterwards, the eternal stream is progressively turned to become parafele to the want. Slmultsneously, the boundary-
Isyer reattachee at polo R. The deviation accompanying the reattachment process is far more progressive then the deflection at
separation. The resulting compression waves ae barely visible on the secfIMn photographa of Fig 3.12.

I
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in the same nature as the double-wedge (or free boundary) inviscid flow model for a separated wedge flow, one can also
Imnagine a similar model schenalting the relected-shock separated flow (see Fg 317). It consists In a dleed-air region at constant
pressure whose tree boundary star~e trom the aseparation* Point ST. The Incident ahook (CI) hits the tree boundary at point I which
is the origin of an expansion fan cancelling the shock pressure jump to Insure continuity of pressure. There results an abrupt
deviation of the tree boundary which runs towarda the wall downstream of I and meets It at the 'reattachment' point RT.

When shock reflection Induces separation, there is a large difference between the perfect fluid solution and the reat (viscous)
flow. This difference is obvious from the scillieren photographs. It is also evident I one compares the inviscid and watt Pressure
distributions pinnted In Fig. 3.18. Such a flow Wfi be tensed a stong Interaction process, In the sense that the purely inviscid
solution Is now tar hrorn portraying the true flow field.

Shadowgraphs of turbulent Interaction due to shock reiflection in hypersonic fow are shown In Fig. 3.19. The Incoming flow
Mach number is equal to 8.6 (Hiden. 1972). Conclusions Simnilar to those Pertaining to the wedge flow can be drawn. In particular,
one notes the smalt angle relative to the surface of the reflected shock. The shock pattern associated to flow separation is
practically entirely costained within the boundary-layer iflow.

..... .......... ... .... .a .... Scirlierest phettgraph

Fig. 3.17 Shock Reflection With Separation. Inviscid T fc u
Flow Model 4ert1rlu 4

Fig. 3.18 Shock Reflection With Separation. An
Example of Strong Viscous Interaction. Mg ,,

1.93 0 20 40 60 Xaa

b Will presse Jistribution
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Fig. 3.21 Supersonic Sho4lk Reflection. Fully Laminar Fig. 3.22 Supersonic Shock Reflection. Transitional
Interaction. M0 = 2 -Hakknen at al. 1959) Interaction. M 0 = 2 (Hakkinen at al.. 1959)

An example of typical oblique shock.wave/Iaminar boundary-layer Interaction is presented in Fig. 3.20. In this case, the
incoming flow Mach number Is equal to 2.2, but the general flow structure would be the same at higher Mach number (Degrez et al,
1987). The general features observed here are basically the same as those corresponding to a turbulent interaction. However, for the
laminar rdgime the streanwise extent of the interaction domain - scaled to the Initial boundary-layer thickness - is far more
important. Also, In laminar coalescence of the compression waves induced by boundary-layer separation most often occurs well abov.
the surface, so that the Intersecting shock pattern of Fig. 3.15 is generally not observed, except at hypersonic Mach number.

At hypersonic Mach number, N1 the Reynolds number is not very low, the interaction can be transiona. This means that
transition from laminar to turbulent occurs in the course of the interaction process itself. In this case, the shock is a perturbation
which tnggers a premature transition of the boundary-layer which otherwise would take place farther downstream of the shock origin
(wedge flow) or impingement point

Transitional interactions have been recognized and analyzed by several Investigators, among them Hakkinen at al., (1959), Gadd
at al. (1954). Chapman at al. (1957) ad also Don Gray (1967). The occurrence of a transitional rrgime Is ilustrated by comparing the
shock reflection represented In Figs. 3.21 and 3.22. These experiments were carried out in a two dimensional wind-tunnel with an
upstream Mach number equal to 2 (Hakkinon et al., 1959). The first situation (see Fig. 3.21) is fully laminar, transition taking place
well downstream of the zone of Interest. As shLwn in Fig. 3.22, an increase in the Reynolds number and in the shock strength
provokes the transition to move Into the Interactioan domain, more precisely into the vicinity of reattachment. The phenomenon 1
learly visible on the shadowgraph picture of Fig. 3.22 as also on the corresponding wall pressure distribution. One observes a strong
dissymmetry between the pressure rises respectively associated with separation and reattachm(rnit. This interaction leads to a far more
ample pressure rise In the reattachment region than in the separation zone.

The consequence of the transition displacement is twofold:

i - The X-wise scale of the reattachment domain has considerably shrunk.

Il -The associated pressure rise, along with the accompanying pressure gradient, have been greatly amplified.

The various situations encountered when transition moves In the interaction domain have been thoroughly discussed by Gadd et
l. (1954). Also. the effect of shock Impingement on boundary-layer transition was investigated by Le Balleur and Dlery (1973).

In fact, very few information is available on this phenomenon which Is of great importance for hypersonic applications. Its
frequent occurrence in shock-wave/boundary-layer interactions may lead to great difficulties in the prediclion of the extremely large
heat-tranfer rates which are associated with reattachment (see Section 3.2.7 below).

3.2.3 - Properties of the Wall Pressure Distribution

The main properties of the wall pressure distribution measured in a supersonic or hypersonic shock-wave/turbulent boundary-
layer interaction will now be examined by considering typical experimental results.

I - The first example is a wedge flow at an upstream Mach number Mg = 2.96 and a Reynolds number Rlr =0.78 x 106 which was
Investgated In considerable decals by Settles (1975). The data plotted In Fig. 3.23 show that the pressure at the wall starts to rise
upstream of the comer by vrtue of the upstream propagation mechanism already discussed. The correlation properties of the so-
caled Upstream htience Lengt or Leeam Interaction Length as defined from the wall pressure distribution will be examined In
Section 3.2.5.
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Fig. 3.24 ComparlaIn of Rm Flow and Shock

Fig. 3.23 Supersonic Ramp Flow. Wall Pressure Rfaecton Flow. M0 - 2.95 (Sheng at al.,
Distrtibtiton M0 2.95 (Settles, 1975) tO79)
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i9 - For thO highest values of a , the pressure curves dearly exhibit three kedlon ponta This shape is typical of an interaction
involving a noticeable separation of the boundary-layer. The three inflection points are respectively associated with separation, the
onset of reattachment and the reattachment compression. Now, as we already know, the fully inviscid solution dafers considerably
from the real flow and such a Situation is called a strong Interaction.

lit - The data plotted in Fig. 3.24 were published by Shang et al. (1976). They are relative to a compression ramp and to an
impinging shock giving the same overal pressure rise as the ramp. The initial conditions are identical in the two cases, namely: M0 =
2.96 and R f 16

5
. The left part of the figure shows lines of constant density determined from interferometric measurements.

Although the structures of the two flows are very different, one sees that the two families of wall pressure distributions plotted on
the same figure are nearly coincident.

iv - Figure 3.25 shows plotting of wall pressure distributions for the same Incoming flow separating in front of steps of different
heights. Such an obstacle provokes, even in turbulent flow, a large separation. We will see in Section 3.2.4 that the pressure rise
associated with step induced separation Is in fact the same as that resulting from shock induced separation - for identical incoming
flow conditions. For the highest step, the pressure curve exhibits the plateau typical of an extended separated zone. If these
dist.l ulons are re-plotted In such a way that the origins of the Interactions coincide - as is done In Fig. 3.26 . one observes a
close conrelation of the curves on the whole.

P'P
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Fig. 3.25 Separation In Front of a Step. Influence of Fig. 3.26 Separation in Front of a Step. Correlation
the Step Height on the Wall Pressure of Wall Pressure Distributions (DWtery,
Distribution. M0 = 1.93 (Delery, 1970) 1970)
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Fig. 3.27 Turbulent Ramp Flow. Reynolds Number Fig. 3.28 Turbulent Ramp Flow, Reynols Number
Effect at Low to Moderate Reynolds Effect at High ReynK~s Number. M0= 3.93
Number. M 0 - 2.7 (Chapnn at al.1 957) (Roshko and Thomnke, 1969)

v The pressure distribulions plotted In Fig. 3.27 were measured in a compression corner at M0 - 2.7 and for relatively low
Reynolds numbers RL vary*ng In the range 1.4 x 106 to 4 xl0

6 
(Chapman at al., 1957). According to these results, there is a clearly

visible lIrees, In the strearnwlse extnt of the Interaction domain when the Reynolds number Increases. On the other hand. as
shown in Fig. 3.28, In experments performed at high Reynolds number ( RL of the order of 109, Roshko and Thonke, 1969) there is
an obvious derease In the Iteractlion extent with Increasing Reynolds nurber. This reversal In trend, which has been at the origin
of a big contoveMy, wE be further commented in the lorthcoming Sections.

v - This last typical fetwe of a turbulent shock.wave/bondary4ayer Interaction s observed In hypersonic Interactions. As shown
by the curves In F4g 3.29, which correspond to wedge induced Separation at M0 = 9.22 (Efstrom, 1971, 1972), a hypersonic
interaction is characterized by an extremely large de In pressure due to the high valuea of the pressure ratio through an oblique
shock at high Mach numbers. The pressure distributions exlt the lowing features:

- For moderate flow rerp angle (-C 26) the shape of the pressure curves does not mrkedly differ from that observed at smaller
Mach numbem

- Once eparation hs occurred, there is a large dissymmtry between the pressur ris as eseplation and reattachment, the latter
being much more Imotart

- In acardance to the Free Interaction concept, already mmntlonned, the pressure rise aosedled to separation keeps a aimilar shape
when the seperation point is moving upstream as a corequence of the Incre of the ramp angle.

I
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- The extent of the preasure plateau rertlon Increaaes rapidly with the wedge angle, i.e. with the overall pressure jump, As previously,
the preasure rise to separation does not depend on downstream conditions and Is, thus, entirely determined by the flow situation at
tMe Interaction onset Consequently, an Increase In the overall pressure rise necesarily entails a higher pressure rise at
reattachment. This can only be achieved by an Increase In the maximum velocity reached on the Discriminating Streamline (DSL) of
the separated bubble, Le. the streamline issuing from the separation point and stagnating at the reattachment point (see sketch Fig.
3.15).

Indeed, as can be Intuitively understood, the pressure rise that the separated shear-layer can nagoclate during the reattachment
process Is a function of Its level of kinetic energy, This level tends to increase when the length of the DSL increases since then the
mixing process which operates the transfer ot energy from the outer fow to the shear layer takes place over a longer distance.
Hence, the length of the separated shear-layer must be longer in order to permit a greater acceleration on the DSL before
reattachment begins.

- When < Is geater than 30*, the pressure distribution exhibits a decrease following the rise corresponding to reattachment and then
tends to the constant level of the nviscid solution with the tendency that the greater the wedge angle, the higher the pressure
overshoot. A plausible explanation of this phenomenon has been given above. Let us recall that it is observed when the 1How Is
separated and Is associated with the triple shock pattern which then lorms. Some Investigators has used occurrence of the overshoot
as a means to detect Incipient separation (Elfstrom. 1971).

The properties of the wall pressure distribution have been discussed here by considering turbulent results. The same trends are
In fact observed In laminar shock-wave/boundaryayer Interactions, so that we will not repeat a description of these features. In
particular, the Free Interaction concept is verified In laminar flows where one observes always an increase In the spreading of the
interaction domain when the Reynolds number is Increased.

Further iforrmation concerning shock-wave/boundary-layer interaction can be found in the literature. Thus, Don Gray and
Rhudy (1973) have studied effects of leading edge blunting and wall cooling on separation of a laminar boundary-layer in the Mach
number range 3-6. They have shown that there is a well defined effect of the leading edge radius of the plate on which the
boundary-layer develops.
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Fig. 3.29 Wall Pressure Distribution. Downstream Fig. 3.30 The Free Interaction Theory. Wall Pressure
Overshoot at High Mach Number. Mo - Correlation Functions (Erdos and Pallone,
9.22 (Elfstrom, 1971) 1962)

3.2.4 - The Free Interaction Concept

As seen In the preceding Sections, experimental data show that the major part of a supersonic interacting flow evolving
towards separation does nof (appreciably) depends on the agency at the origin of separation, this agency being either a solid obstacle
or an incident shock-wave. That part of the flow Independent of the downstream situation comprises the compression at separation
as well as the development of the pressure plateau for largely separated flows. Thus, everything happens as if the flow w'ere entirely
determined by its properties at the onset of separation.

These flows that are (to a first approximation) free from direct Influence of downstream geometry were termed by Chapman
Free Interaitons. Later on, a more rational definition of this concept was given within the framework of Asymptotic Theories (see
section 4.1).

The Free Inter .etio colicept permits the derivation of correlation laws explicitely displaying the dependence of the
phenomenon on such besc parameters as the Mach number and the Reynolds number. Although the character of generality of these
laws to now questioned, especially for high Reynolds number turbulent fows, the Free Interaction Theory is stifl of Imporant
historical Interest since I Is at the origin of Ideas having led to decisive progress In the modelling of Interacting flows.

By considering the boundary-layer momentum equation written at the wall:

and the Inerized coupling relation expressed on the boundary-4ayer displacement thickness:

Is possible to derive the following correlation law for the presasre rise during the Free Interaction process:

In Eq 3.1, cO Is the dynamic pressure, CIO is the kin-friction coefllclent at origin X0 of Interaction and F is a universal
rction of the stled streawlse distance (X- X) /,.

Figre 3.30 shows the func i" Fl and Ft respectively obtained for laminer and turbulent flows. In the representation of Fig.
3.30. the X-wle Ingth cale L Is the distance front the origin X0 to the station at which F reaches the value corresponding to the
pressure plateau of an extended separated flow. The partictuar values of F wfe fotnd:
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1 -At the separation point:

= 0.81 for laminar flow
F

= 4.22 for turbulent flow

ii - For the pressure plateau:

= 1.47 for laminar flow
F

= 6.00 for turbulent flow

The above values reflect the fact that pressure rises in turbulent separation are far more important than in laminar separation.

A correlation law for the streamwise scale of interaction L is similarly obtained In the following form:
z / , K ( -, ' ( , P

where the constant k must be determined experimentally.

The above analysis has been generalized by Carri§re et al. (1968) in order to take into account non-uniformities in the.
incoming outer flow as well as wall curvature effect in the Interaction region.

In the turbulent rigime and at low to moderate Reynolds number (say RJ -' 105), Eq. 3.1 most often correlates very well
experimental wall pressure distributions measured for greatly different situations. Thus, Fig. 3.31 gives an example of such a
correlation obtained In the case of step-induced separation and shock-induced separation. One notes an excellent correlation of the
results corresponding to very different flow situations. In the present example, the X-wise length scale is the distance between the
interaction origin and the separation point.

Some authors have used a modified form of Chapman's scaling law which% is valid for hypersonic Mach numbers (Lewis at al.,
1967). By assuming M0  1 and since for a laminar boundary-layer Cf - one can derive the following equivalent form
of Chapman's laws:

where 1. V //1 Is the hypersonic strong viscous interaction parameter and:

Co being the Chapman-Rubein constant of the viscosity law.

:K . jj. F I t 5 cl.i M'.
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Fig. 3.32 Laminar Separation. Chapman's
Fig. 3.31 The Free Interaction Theory. Conetatlon Correlation for Adiabtic Walt Conditions

of Wall Pressure Measurements. (Lewis e al., 1967)

Figure 3.32 shows a correlation for a laminar interaction using these new variables (Lewis et al., 1967).

The effect of wll temperature on Chapman's scaling has been assumed to enter solely through its effect on the reference
quantities of the ecaling (6, etc...). The pressure distribution otaind by Lewis e al. (1967) on a plate upstream of a tO' remp et

M0=6.96 with TwiTlo = 0.2 is correlated in the same manner and pretsted In Fig. 3.33 together with the bnd of adiabatic date.
Although data fake.- at all Reynolds number for thIs fixed welt temperature collapse into a single curVe, the curve is quite dlstinct
f rom that obtaled In the adiabatic case. The rnajor difference appears to be in the X scaling which may reflect an "error" In the
choice of as an appropriate scaling factor when Tw/Tt0 is nof fixed.

Using an approximate Integral of the energy equation and a Pohlhausen analysis, Cude (1961) has suggested a modficatlon of
Chapman'a correlation. According to Cudie, P Is identical to that of Chapman's scaling but now:

Adoptlon of tis new scaling law allows to remove this additional dependlence on Tw/T 0 as shown In Fig. 3.33.

The Free Interactlon Theory has frequently been used for estalishing correlation laws concorning the plateau pressure, the
pressure rise to the aepratlon point, the extent of th, separated region, etc... (see, for example, Putnam, 1965; Nedhent, 1966,
Poplrtaly end Etinilch, 1966; Watson at at., 1969).

4
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Fig. 3.33 Laminar Separation. Wall Temperature

Effect on Surface Pressure Correlation
(Lews at at.. t967) Fig. 3 34 Free Inter-action Type Correlation for the

Laminar Plateau Pressure (Stanewalry, 1973)
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FIg. 3.36 S.-paration in Front ot a Step.
Fig. 3.35 Free Interaction Type Correlation for the Correlations for Plateau and Separation

Turbulent Plateau Pressure Coefficient Pressures at High Reynolds Number
(iAerie. 1973) (Zukoski, 1967)

Thus, Fig. 3.34 presers the Plateau pressure for a laminar separation as function of the hypersonic viscous Interaction
parameter Z.A simitar result relative to turbulent Nlow Is presented in Fig. 3.35. In this last Correlation, I'le plateau pressure
coefficient:

as grven by Popinsky and Ehrlich (1966) Is expressed in the form:

For a flat Plate turbUISMe bounidary-layer the above equation is In fact nearly the same as the one of Erdos and Pallone (see
above).-

Ay high Reynolds number (R4 > 105), several Investigators have found tha, the pressure rise to separation and/or to the plateau
fend to become independent od 'he Reynolds number and even to decrease slightly with it. This change in the Reynolds number
dependence was dlearly established by the experiments of Zukoskl (1967), of Roshko and Thomrke (1974) and those of Settles (1975).
To Illustrate this point, Fig. 3.36 shows experimental data and correlations for the pressure plateau which depend on the upatreem
Mach number M0 only (Zltosk, 1967).

Other correlation propertiee concerning the essential features of shock-wave/boundry-layer Interactions may be found in
preceding Lectures on the Subject (Stanewalty, 1973; Leblanc, 1976).

3.2.5 - Scaling Properties of the Interaction Extent! In Turbulent Flow

Introductory Ruemas The 'Intensily of a ahock-wavel/boundary-layer Interaction cai. also be characterized by Its upsream, kdtxnrw
I.e.. the distance at which the Interaction - or the shock presence - Is first lft. This distance Is moat often measured from the
wedge corner or from the point where an Incident shockt would Impinge on the wall In the absence of a boundary-layer.

A szcond pok of Ireat Is the l:per1o kingh which Is conveniently defined as the destnc of the separation point from a
suitably chosen origin, for example, the start of the Interaction.

The basic question that arises Is thus: what are the appropriate scaling laws for these characteristic lengths? The answer to t
question Is inpofhlnt tnot only for practical purpoes, but also fo the physicall unretnding of the phenomenon. In Partictlar, lear
arid accurate Information on this subject is of gross Iterest to help madeling of the phenomenon, especially In turblenit flows where
one has to rely heavily on experiment.

As seen In the preceding Section, the Free Interaction Theory gives an answer to this question In laminer flows end In turbulient
flows for which the Reynolds number Is low or moderate (the rigime being nevertheless turbulent). However, the qustion of scaling
laws has lo be reconsidered In highi Reynolds number turbulent flows where the Free Interaction Theory doss not wor anymore.

This U~issn kImmerat Looki Essentially we wil coneider scaling properties for the upstreint interaction length In the case of
wedge Ilows, However It should be ernefsed tlat general tendencies; obeerved in wedgeflows arwe alma simtlar to shtock reflection
since In the Inviscid manse there is no essential difference between these two kinds of flow es was seen above.
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The upstream '-- ction length Is most often datined from inspection of the wait pressure distribution. Theoretically, the origin
of the interctkm is 1 the point where the wai pressure distribution Starts to rise. Some investigators have adopted this definition
(Spald and FnS 1, 1972). Unfortunately, the experimental localization of the true Interactio origin is diflictit and hence inaccurate.
For this reason, most investigators have chosen a conventional origin by extrapolating to the wait the quasi-linear pressure rise at
separation, as is shown in Fig. 3.37 (Seltles and Bogdonoff. 1973; Roshko and Thomke, 1974; Settles, 1975; Hayakawa and Squire,

1 setsr)s

008 - _ ,... ,.-._-

5 10 50 5 0 50 A

Fig. 3.37 Characteristic Length Scales of a Fig. 3.38 Upstream Interaction Length. Influence of
Supersonic Interaction Mach Number, Reynolds Number and Ramp

Angle (Roshko ant Thomke, 1974)

According to Green (1969). the main parameters likely to Influence the extent of a shock-wave/boundary-layer interaction are:

I - the upstream Mach number MO;

i - the Reynolds number R ;

I - the wedge angle o, (or Incident shock intensity);

iv -the thickness 1, of the incoming boundary-layer.

If one considers any typical streamwlse extent L0 scaled to the incoming boundary-layer physical thickness f. , or displacement
thickness 4 , there remain the three following influence parameters: M0 , Rj and e (or shock strength). If we now focus our
attention on the dimensiodess length Lo/ 4 it is generally agreed that, lor a lixed valueoR of

i - Lt, increases with %e for a fixed Mach number MO;

ii - L ./ decreases when MO increases for e fixed angle c( .

However, there is some controversy about the influence of the Reynods number.

On the one hand, there are experiments made by several Investigators (Kuehn, 1959; Efstrom. 1971; Spaid and Frshett, 1972) at
low to moderate Reynolds number (R; < 105). both with tripped and untripped boundary-layer. These experiments indubitably show
that Lo/p Increases with the Reynolds num

6
er R 6 Such a tendency is in agreement with the Free Interaction Theory.

On the other hand, experiments perfomed at high Reynolds number manifestly show a reversal of this trend. Lo/f decreasing
with increasing Reynolds number (Roshko and Thomke, 1974; Settles. 1975; Settles al al., 1975).

In what follows, we will consider results on the upstream influence length at high Reynoks number, the case of low Reynolds
number being satisfactorily represented by the Free Interaction Theory.

A systematic survey of the influence of kp. Rg, and -c on the interaction length L0 was made by Roshko and Thomke (1974) for
wedge flows in the Reynolds number range 105 < h4< 106 . Some of the results that they obtained are plotted In Fig 338 where L0
is arbitrarlay scaled to the distance of the comer from the leading edge of the plate on which the Incoming boundary-layer develops.
A rapid examination of these results leads to the followin remarks:

I - For fixed Reynolds number RL (RL is computed for freestream conditions and with the distance of the wedge comer to the
plate leading edge) and Mach number M0, the upstream Interaction length increases with oC ; i.e., with the intensity of the
perturbation. It is now dear that the increase in L0 with the shock intensity has to do with the fact that a higher back pressure
must feed farther upstream through the subsonic part of the boundary4ayer.

it - For fixed RL and e . L0 decreases when M0 increases. This trend can certainly be explained by the reduction of the subsonic
layer thicknesa when MO is higher.

III - For fixed M0 and W.,. L0 decreases when the Reynolds number increases. This tendency can also result from a thinning of the
subsonic layer.

it should be noticed that the above tendencies are still observed when LA is scaled to the physical thickness of the boundary-
fayer((or ,ldiptecment cknese(,. This fact proves that , (or ,0)alone cannot ethescaleoftheInteracto.

Conlusions sirilar to those of Roslo and Thomke were arrived at by Settles (1975) (see also Settles; at el., 1975) who
performed exerm@ns on corer flows at high Reynolds number (0.5 x t05 - 7.6x 110

Roehko and Thonke as wel as Settles have proposed purely empirical law to eprent the evolution of the scaled upstream
Influence lenth in tenm of the main paretere of influence, These laws will not be given here (se saors' pulicstions or Dst
and Marvin, 19M6).
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The SeParaio Lengt Another length which is of interest for characterizing the streamwlse extent of the interaction is the
separation length - or separation distance - LS . For wedge flows, LS is defined as the distance between the comer hinge and the
separation point S (see Fig. 3.37). The experimental determination of LS :s more delicate than that of the upstream interaction length,
because it necessItates the accurate location of the separation point.

As for the upstream interaction length, experiments performed at low to moderate Reynolds number tend to prove that LS
increases with the Reynolds number. This tendency Is Illustrated by the results of Spaid and Frishett (1972) shown in Fig. 3.39. In
these experlents, R4 varies in the range 3 x 10 - 6 x 10

4
. A simlar trend was also observed by Batham (1972). Su'h an increase

of LS with the Reynolds number is of course in agreement with the Free Interaction Theory.

On the other hand, at high Reynolds number, as observed by many investigators (Settles and Bogdonofl, 1973; Law, 1974; Roshko
and Thomke. 1974) there is a clear decrease in the separation length LS with increasing Reynolds number, In a way similar to what is
observed for the upstream interaction length. This fact was clearly demonstrated by the wall pressure distributions plotted in Fig.
3.28.

The Influence of the Reynolds number as well as of the ramp angle on the separation length was thoroughly studied by Settles
for an upstream Mach number close to 3. His results confirm the decrease in LS as the Reyr,)ds number Is increased.

Thus, to conclude about the effect of the Reynolds number on the separation length, it can be said that the overall tendencies
observed for the upstream iteraction length are still valid for the separation distance.

*L, as ) -h
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Fig. 3.39 Separation Length. Influence of Reynolds Fig. 3.40 Influence of Wall Temperature on
Number and Wall Temperature at Low to Normalized Separation Length (Spad and
Moderate Reynolds Numbers (Spald and Frishett, 1972)
Frishett, 1972)

3 2.6 - Influence of the Wat Temperature on Interaction

Now, let us examine the Influence of a particularly Important parameter in the case of hypersonic flows, namely the wall
temperature.

In carefully made experiments, Spald and Frishotf (1972) found that cooling the wal reduces the separation distance. The cooling
effect Is shown In Figs. 3.39 and 3.40. In the second figure LS represents the value of LS measured when heat-transfer is present.
normalized by the value of LS in adiabatic flow and evaluated at the same Reynolds number. The decrease in LS with wall
temperature can be interpreted:

P [ 3,18 T.- )Doo.p' 1 - ---- '--T- "1"0 20
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Fig. 3.41 Effect of Well Cooling on Incient Shsock Fig. 3.42 Watt Temperature Effect on Surface
Reflection. Wall Presaure Distibutions Prism"~ Diatibuio n H lyperaonic: PRy
(K" urand Koanlty, 19"9 M0 9.22 latoM. 1971)
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U - Either wlthin the framework of the Free interaction Theory, since a decrease of the ratio Tw/Tr (Tr being the wall recovery
temperature) provokes an Increase of the skin-friction coefficient.

i - Or by an overall contraction of the interaction domain resulting from a thinning of the subsonic layer due to a lower
tempe rature level rear the wall.

The effect of wall temperature on the separation length was also investigated by Kdibug and Kotansky (1969), Eltstrom (1971),
Don Gray and Rhudy (1973), Holden (1972) and by Back and Cuffel (1976). All these investigators also reached the conclusion that
wag cooling reduces the strewawise extent of the interaction region. This effect is particularly well Illustrated by the wall pressure
distributions plotted in Fig. 3.41. These distributions were measured In a shock reflection at M0 = 3.18. In Fig. 3.41a, the wall is
adiabatic end one notes an important extension of the interaction length, the real flow field being well distinct from the perfect
fluid model. In this case, the upstream Interaction length is particularly important. On the other hand, as shown by Fig. 3.41b.
coing the watt shrinks considerably the interaction domain so that the real flow becomes close to the inviscid flow model.

Conversely, surface heating increases the size of the separated region.

In hypersonic flows, Elfstrom (1971) also noted that increasing the wall temperature in separated flow tends to increase both the
extent of the separated region and the magnitude of the pressure overshoot, as is shown by the wall pressure distributions plotted in
Fig. 3.42. Further, as noted by Effstrom, when the wall temperature is increased, the attached flow pressure distribution develops a
pressure over;hoot characteristic of separated flow. Thus, the Incipient Separation angle must decrease as the wall temperature is
raised. Of course, the reverse is true when the wall is cooled, i.e. Incipient Separation occurs for a higher value of the ramp angle
(see Section 3.2.8 below for more ample information on this question).

3.2.7 - Heat-Transfer In Shock-Wave/Boundary-Layer Interactions

Perhaps the most saliant feature of hypersonic shock-wave/bouridary-layer interaction is the existence of extremely high heat-
transfer rates In the interaction region, especially when separation occurs. This problem is crucial for the correct sizing of thermal
protection in parts of the vehicle where such interactions are likely to occur. The problem has received considerable attention and
has been studied by many investigators in laminar, as well as in turbulent flows (see, in particular, Chung and Viegas, 1961; Sterrett
and Holloway, 1964; Miller at al.. 1964; Needham 1965; Holden, 1966, 1972, 1974, 1977, 1978. 1986; Bushnell and Weinstein, 1968; Keyes
et al., 1968; Nestler, 1973; Hung, 1973; Hung and Barnett, 1973; Stollery and Bates, 1974; Johnson and Kaufman II, 1974; Christophel,
1975; Johnson and Kaufman it, 1975; Stollery, 1975).

As will be seen, heat-transfer rates are extremely high in the vicinity of point R where the separated flow reattaches. This rise
in heat-transfer is associated with the stagnation at R of the shear-layer developing from the separation point S (this layer is
particularly visible in Fig. 3.8b). Thus, the situation at R is similar to the situation at a nose stagnation point with the difference
tial the flow stagnation pressure in the vicinity of a control surface can be much higher that the stagnation pressure behind the bow
shock-wave in front of the nose. Thus heat transfer rates on a separated control surface can be considerably higher that those
existing in the nose region, as in the case of a Type lit Shock Interference (see Section 2.2 above).

Typical heat-transfer distributions in wedge induced interactions are represented in Fig. 3.43 along with the corresponding wall
pressure and skin-friction distributions (Holden, 1986). These results are relative to an upstream Mach number M0 = 14.1 and a
Reynolds number, computed with upstream flow conditions and the distance L from the plate leading edge to the ramp corner, equal
to 8.0 x 0i6. In this case. the boundary4ayer remains laminar throughout the interaction region. Heat-transfer to the wail is here
represented by the coefficient defined as:

Czt., ,, C ( T.,

where h is the heat flux and ., ,u, are relative to flow conditions at the boundary-layer edge, Tr is the recovery temperature (i.e.. the

wall temperature for adiabatic conditions) and Tw the actual wall temperature.

The three sets of plotted curves correspond to different wedge angles

- for a( = 15' the flow remains attached,

- for c = IV the tow is In the condition of incipient separation at the corner,

- foro( = A4' the flow is well separated.

1 2

5 6 7 X (inches)

Fig. 3.43 Skin-Fniction, Wall Pressure and Heat-
Transfer Distributions In Hypersonic Fig. 3.44 Laminar Heat-Transfer in the Corner
Lamnar Ramp Flow. 1,0 - 14.1 (HOCden, Vicinity. M0 - 9.7 (Needham. 1965)
1966)
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In non separated cases, the CrI distribution exhibits a progressive decrease upstream of the ramp followed by a steep increase
on the ramp itself. Once separation has occurred, heat- transfer starts to decrease rapidly at a certain distance upstream of the
separation polm; i.e. the point where the skin-friction coefficient changes sign. Then CH passes through a wet marked minimum
before starting to Increase rapidly In conrunction with the reattachment process.

A more detailed view of the heat-transfer evolution In the vicinity of the corner is provided by the distribution of the h/hrefratio plotted in Fig. 3.44 (hrf designates the heat-transfer at the same stremwise location for fat:plate conditions; i.e. without the

ramp). These results have been obtained at a Mach number M0 = 9.7 for a unit Reynolds number Ru = 5.83 x 10u/m (Needham, 1965).

The decrease in heat-transfer ahead of the corner, always present even for very small wedge angles, coincides with the Initial
rise in pressure resulting from the upstream influence of the wedge. Downstream of the comer, the haat-transfer rate rapidly rises In
the region of high pressure gradient, reaching a maximum value just downstream of the peak pressure. As the wedge angle Is
Increased, a small region of flow separation Is formed In the corner. The pressure distribution then exhibits a knee just upstream of
the corner and the heat-transfer Is seen to develop a smooth minimum with a continuously changing gradient instead of the cusp
typical of the attached flow.

As the wedge angle in Increased further, the size of the separated region grows as the separation point moves upstream. The
heat-transfer minimum retains the smooth curvature and broadens out as the separation point moves away

The next results, presented In Figs. 3.45a to d are relative to a turbule flow. They have been obtained In a ramp flow for the
folowing conditions: M0  8.2 and Ru = 10.6 x 10

7
/m (Holden, 1977). The plotted quantities are the wall pressure and heat-transfer

distributions. The four sets of curves correspond to different values of the wedge angle, nemely: 27
, 
30

, 
33' and 36. For the

greatest values of & (33 and 36), the wall pressure distribution exhibits a plateau (well marked for ." = 36) typical of an
interaction with large separation. One sees that, In contrast to the laminar case, the present results reveal an Increase in heat-
transfer through separation. The heat-transfer rate Is neady constant In the separated region. This plateau extends to the beginning
of the reattachment compression. Thereafter, as in the laminar case, heat-transfer rises rapidly and reaches a maximum at a location
nearly coincident with that of the wall pressure distribution.to._ '
to[.... , _ a 16

t.... c. Y .i7 -- .8 . , ~

to, ___-0810 [I I .. .o 04. X :-
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Fig. 3.45 Wall Pressure and Heat-Transfer Fig. 3.46 Heat-Transfer Distributions In Hypersonic
Distributions In Hypersonic Turbulent Ramp Turbulent Ramp Flow. M0 = 9.22 (Elfstrom.
Flow. M0 = 8.2 (Holden, 1977) 1971)

Other typical results concerning heat-transfer In a hypersonlc flow are shown in Fig. 3.46. They have been obtained on a wedge
compression corner for a Mach number equal to 9.22 and a unit Reynolds number Ru = 4.73 x 10

7
/m (Elfstrom, 1971). The plotted

curves, that correspond to increasing values of the wedge angle & , confirm the fact that, in complete contrast to laminar results, the
heat-transfer rate rises in the separated region when the Incoming boundary-layer is fully turbulent. This effect may be due to the
large increase in turbulence intensity occurring in the vicinity of the separation point. The large eddies which then form can promote
energy exchanges between the wall region and the outer high enthalpy flow, thus leading to an increase In heat-transfer to the
surface.

A close examination of the distributions shows that, near the separation point, the heat-transfer rate rises to about three times
the flat-plate value before failing again towards the corner. Just ahead of the hinge line. the heat-transfer again starts to rise due
to the upstream Influence at the corner. Thus, for the present situation, the total heat-transfer in the separated region ahead of the
hinge line can be between two and three times the corresponding flat-plate value.

Further experimental evidence of this increase In heat-transfer rate within a turbulent separated region has been found by Gadd
et al. (1960) and Holloway et al. (1966).

On the ramp itself, the heat-transfer rate increases very rapidly, reaching values largely superior to the flat-plate levels, the
peak value Increasing as the separated zone extend& This rise has to be correlated with the rise in the maximum pressure level
observed when the sep, ttlon point moves upstream (see Section 3.2.3 and Fig. 3.29).

Due to the extreme Importance of thermal problems In hyperonc flows as also of the difficulty to perform reliable predictions,
particularly in turbulent flows, empirIcal correlations have been looked for to evaluate peak values of heat-transfer In strong shock-
induced Interactions.

Here, we wit follow the analysis of this problem proposed by Hung and Bamett (1973). These authors have derived Interference
heating correlations from simple geometry models, both for laninar and turbulent flows. ft should be noticed that the terms lamrar
and turbulent flows refer to the boundary-layer state of the undisturbed flow upstream of the Interference region.
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Fig. 3.47 Definition of Shock-Wave/Boundary-Layer Fig. 3.48 Peak Heat-Transfer Correlation In

Interference Heating Parameters (Hung and Turbulent Flow (Hung and Barnet, 1973)
Bamett, 1973)

The correlations apply to the two classical situations sketched in fig. 3.47:

- The oblique shock reflection on a flat plate, In this case, pressure rises first from P1 to P2 through the incident shock (C1), then

from P2 to p3 through the reflected shock (C2).

- The compression comer flow inducing a shock (C1 ) through which the pressure rises from Pl to P3 .

The correlation laws are generally looked for In terms of the total pressure ratio p3/p1 .

In the case of a turbufent flow, the peak heat-transfer hpK may be related to the heat-transfer href that would exist without

shock reflection by the relation:

This result is plotted In Fig. 3.48a. A slightly different correlation law has been adopted by Holden (1972) In the form:

where PPK is the maximum pressure which may differ from p3 due to the overshoot phenomenon described in Section 3.2.3. This

correlation, represented In Fig. 3.49, applies for maximum heating rate In wedge as well as In externally generated shock-Induced

turbulent separated flows.

In performing design calculations. it is often preferable to use the pressure following the Incoming shock rather than the

reflected shock. For this case. Hung and Barnett propose the following correlation:

11-1 = ..,,f (_A) f _0. ow,/ f.- 1..-

This relation Is compared to the data In Fig. 3.48b.

The search for the same kind of correlations In the case of a tamrw flow leads to the result presented in Fig. 3.50a. One sees

that the 4ata points lie along several lines of common slope resulting In the correlation:

. .= .(R, , ,, / ( .

where l is a function of the listed parameters (Pr is the Prandtl number).

In fact, the results are seen to be strongly affected by the Reynolda number RL. One explanation of this Influence of RL Is

that the bounndary-layer transition may be promoted by the shock-wave (see Section 3.2.2 above).

At low Reynolds numbers the boundary-layer Is stable enough so that the hock-wave does not trigger transition. Above some

critical value, the flow is unstable and the disturbance promotes transition (see Fig. 3.50b).
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Fig. 3.49 Peak Heat-Transfer Correlation In Fig. 3.50 Peak H-d Ttadw Coallon in n w

Turbulent Plow (Holden, 1972) low (Hung and Banat, 1973)
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From thee consideratdon. Hung and Barnett have suggested that for RL < 5 x 105 the flow Is essentially larnInar throughout
the interaction region and the heeltransfer rate nmay be calctlated from:

Tis relation shows that in laminar flow the peak beat-transfer is nealy 10 t imnes less Intense than In turbulent Blow

Absove this value, the downstream flow is either transitiona or turbulent and obeys the relation:

Thes reain )r oprd to the data In Fig. 3.5 1. t

Ttwee-()irreniooa Elfects at Restachmnt Surface flow visualizations by ol flow techniques as well as determirinlon of heat-
transfer distribution by thenno-sensitie paintings reveal the existence In the reattachmnrt region of htio Patterns which are
particularly evident In laminar or transitional separated flows. An example of such a phenomenon Is given in Fig. 3.52 wich shows a
surface flow pattern observed in a two-dimensional ramp flow at Ml.- 10. the regime being laminar. igur 3.S3 Shows the
corresponding heat-transfer distribution on the ramp deduced from thermo-sensitive paintings. There is a deer repetitive pattern in
heat-transfer distributed along the ramp spanwise dimension. The difference between the greatest and the smallest heat-transfer levels
In the striations region can be in excess of 50%.
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The ExpartknS Inclipler Separation UnIt In what follows, the " for Incipient Separation wil be given i the casslca form -er

fo varying upstream Mach number M0 . the flow being £ pbw twod rt dard ItsW The effect of heat4ransfr at th W witl
be considered below.

This prenation implies that the phenomenon depends essentially on oly tne psrameers, namely the up e Mach
numbe, the shock strength and the Reynolds number. The realty Is probably more suble. For exanple, the Incompro nlble shave
parameter Hi of the incoming boundary-layer Is also an important factor of Inunce whose efoect is not always taken into account

by the Reynolds number only. Unfortunately, the paucity of data on the specific Infuence of HI makes a proper correlation of the

dependence of Incipient Separation on 1-1 very difflcit. It is for this reason that we will adopt the huditional form It being
understood fts the reaults are restricted toe a fl e Inooming boundary-layer.

In the case of separation Induced by a shock refecton, el will represent the eqtvwert ramp angle producing the same overal

pressure rise as the two successive compressions through the Incident and reflected shock-weve Experiments made by Holden (1972)
and by Law (1976) have dearly shown that by considering this effective ramp angle, there Is no essential difference between ramp-
Induced and Incident shock-Induced separafio As a matter of fact the pressa rise to Incipilent Separation Is almost the same In
both siuatons.

Because of Its great practical Importance and also because most available resutts are relative to this limit. In what follows we

wi mainly cwsider "ffective Incipient Separation and the term "eifecttve" will be henceforth dropped.

Most of the published data have been plotted in Fig. 3.54. In spite of an important scatter, the following trends can be

discemed:

i- The angle cq(or the equivalent pressure jump) Increases when the upstream Mach number Mo increases.

i - At low Reynolds number, acqdecreases as Mij inreases. Such a trend is In agreement with the Free Interaction Theory.

i1 - At high Reynolds number, most Investigators have noticed a reversal In the ReynOlds number influence; Le., the angle W1,

ncreases with Mo, the variation being rather slow.

Iv - According to other Investigators (Settes and Bngdonoff. 1973; Seles at al.; 1981), the separation angle wold In fact be
Independent of the Reynolds number.

It is difficult to be absoltely conclusive about the above tendencies since there is frequently a large uncertainty in the
esperrental determination of the angle .j.

Experiments performed by Spail and Frisheft (1972) and by Eftrom (1971) clearly show that cooling the wall Increases the
resistance to separation. Also, according to the hypersonic experiments of Elfstrom, the Inciplen Separation angle must decrease as
the well temperature is raised.

However in this field. expemertal restits are too scarce to provide really usable correlation curves. The greater resistance to
separation when the wall is cooled can be Interpreted in the same terms as the Increase in separation length occurring when the wall
temperature is towered; Le., ooding the wa reduces the thickness of the boundary-layer subsonic part.

Sepwatlon Criteria in Supemoric nd Hypersonic nows Ther erdt several correlation taws (or criteria) to predict Incipient
Separation In supersonic and/or Hypersonic flows. Some of them are derived from simpilied boundary-layer type analyses applied to
the Interaction (Reshotio and Tucker 1955); others from the Free interaction Theory (Needham and Stollery 196, Holden 1972).
Also. Eftsom (1971) has proposed a very attractive rotational Insf flow model allowing an accurate prediction of Incipi nt
Separation and gWNg a fattIil representaton of the effect of wall temperature. There is no place here to present these various
critei In ded (for further kIormatron and other references, ee mery and Afarvfrt 1996). We Wil oly 9 te separation
criterion proposed by Needhern ad Stoltery (196) for laminar and turbulent hypersonic flows (see. Fig. 3.55) and the very popular
Zoeld' criterion appicable to turbulent lows at high Reynolds number (see Fig. 3.56).

100 V * 2 s .

P4 3.5 Covnekolon Law for Incipient Separation in
Lantu and Turbut Flows at Low to FIg. 3.56 High Reynolds Number Turbulent Flow.
Moderat Reynelds fte N dham and Incipient Separation Criterion Deduced
stoley. IQ from Zukoed's Co on (see . 3.36)

4- PSEDICf METHODS FOR SHOCii.WAVU/UOUNDAR
Y

-
,
AYER INTERACTION

4.1 - Gonwall Commnts on the Different Methods

- dllrenety o methods cot bdltingulashed to compulae ft IWreolon betwee sca ve ard a b y

S . ... . . . . ... .
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The first category comprises whet can be calle globl methods which consist in simplified analyses of the interaction domain
akmng a the prediction of the mot useful boundary-layer properties; namely Its characteristic thicknesses (displacement and
momentum) and Incompressible shape parameter. In this kind of approach, gIobl balance equations for mass and momentum are
written' between two stations respectively located upstream and downstream of the Interaction region. A simiar technique consists in
writing simplitted boundarylayer equations in which the viscous terms are neglected. There exist a large number of methods
belonging to this category (see, Ddlery and Marvin, 1986), the most popular and stil largely used being that developed by Reshotko
and Tucker (195).

The second class of methods are Invlscid-Viscous Interactive (M) methods According to this approach, the flow field is divided
into an outer non viscous part, represented by the EuWer equations, and an inner viscous part, including boundary-layers, wakes,
mbdng zones, which is most often computed by using the classical first order boundary-layer equations, This two flow regions are
computed separately ad made compatible by satisfying compatiblity, or cooing, conditions along a conveniently chosen boundary
(for more ample Information, see La Balleur,1987). This approach is very successful In computing complex flows including shock-waves
and separsted regions, but is questionsble in hypersonic interactions where shockwaves penetrate deeply into the boundary-layer.

The third category includes Anaytirca or Multi-Deck theor which are derived from the analysis of Ughthiii (1953) and the
theoretical work of Stewsrtson and Wifliam (1969). These authors demonstrated that a flow region submitted to a strong Interaction
process has a muti layer structure conaisting In:

- an Upper-Deck including the outer Inviscid and Irrotational flow.

a Middie-Deck or Main-Deck covering most of the boundary-layer where the viscous forces can be neglected. Thus this part of the
flow is considered as an inviscid rotational stream.

- a Lower-Deck, in contact with the wall, where viscous forces have to be considered.

This theory contributed largely to the physical understanding of strong interaction phenomena in supersonic or transonic flows
and has led to the development of several predictive methods (for a more thorough review, see Dalery and Marvin, 1986).

The fourth approach consists in the solution of the time averaged Navier-Stokes equations This approach which is certainly the
most promising to compute shock-wave/boundary-layer interactions in hypersonic flows will be now considered in some detail.

4,2 - Solution of the Time Averaged Navier-Stokes Equations

4.2.1 - Introductory Remarks

Solution of the full time dependent Navier-Stokes equations constitutes certainly the most satisfactory way to compute flows as
complex as shock-wave/boundary-layer interactions that contain sharp pressure variations and more or less extended separated
regions.

Solution of the Navler-Stokes equations for a laminar steady flow does not lead to special fundamental problems, since then the
Spetal varitions of the flow properties take place over distances which are large enough to be accurately represented by a
discretfzed form of the equations compatible with the present day comput capat'ies. Difficutles can nevertheless be encountered
if real gas effects, Including non-equlibrium chemistry, have to be taken into account In some hypersonic applications. In this case,
chemistry obeys system of equations which are 'stir, thus necessitating special numerical treatments. This important question will
not be considered here since, to our knowledge, shock-wave/boundary-layer calculations with real gas effects have not yet been
executed.the fluid dynamics problem being already sufficiently complicated. Thus, in laminar flows, the unique difficulties are
essentially of numerical nature In the sense that an accurate and efficient algorithm must be devised to properly solve the equations.

The problem of solving the Navier-Stoks equations becomes much more involved, from a fundamental point of view, when the
flow is turbulenHl As everyone knows, the flow is then the seas of fluctuations whose frequencies cover a very large bandwidth. The
highest frequencies can be wel In excess of 100 kHz in the case of a supersonic flow. Furthermore, the structure of a turbulent flow
is basically three-dimensionsa even for a nominally two-dimensional configuration.

In the case of a turbulent shock-wave/boundarylayer interaction the fine structure of the flow is so complex and so rapidly
variable than a direct simulation by solution of the time dependent Navier-Stokes equations is Sti impossible even for the largest
and fastest computers. Even large eddy simulation, In which only the largest features of the flow are directly computed while the
smallest - are averaged and modeled, remains Impossible for the computation of strongly interacting flows at high Mach numbers.

The only feasible approach of the shock-wave/turbulent boundary-layer interaction problem by solution of the Navier-Stokes
equations remains the classical statistical approach in which the time dependent Naver-Stokes equations are submitted to an
averoing procedure prir to their Integration.

This averging procedure, introduced nearly one century ago by Reynolds, eliminates all the time dependent terms attributable to
turbulence. However, due to the non linear character of the Navier-Stokes equations, the time averaged equations still contain terms
of turbulent origin in the fonn of mean products of fluctuating quantities.

Thus, in order that the problem be properly closed'; Le., Integration of the system of equations be possible, the turbulent
terms must be expressed as known functions of other computable quantities.

The finding of such an expression constitutes the problem of turbulence moding which will be considered in some detals In the
coming Section.

The numerical aspects of the Solution of the Navler-Stokes equations will not be considered in this Lectre, the problem being
of Stlfcient kportance to constitute by Itself the subject of a complete Lecture. Ample Information on numerical methods can be
tound In the lterature (se, for example Peyrrt and Vviand, 1975).

4.2.2 - The Nesler-Stokes Equation. for a Comprsise Turbulent Flow

By using dassiel carteslen noations with the usua conventio of repeated Indice to Indicate sumntlon over the ani nnge
of Indices, the time dependent Navier-Stokes equations are (see Marvin, 1977, 1962):
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(4.1) dp + (e ) .0

Mortenum:

(4.2) _L (edt) (ea~i/ -

Energy:

where uI designates the velocity component along direction xi, e the density, p the pressure, h the specific enthalpy. av the molecular

shear-stress and 4i the moleclar heat-flux.

The shear-stress and the heat-flux are given by the following relations:

wheregandZare the viscosity coefficients of the fluid and -its thermal conductiity.

The above system is completed by an equation of state for the gas (in most present applications the gas Is assumed to be
calorically perfect).

As already stated, when dealing with flows that are turbulent, the solution of system (4.1-3) necessitates some kind of averaging
procedure due to the present Incapacity of resolving the wavelengths contained In a turbulent flow.

Following the methodology Introduced by Reynolds, the classical time averaged Navier-Stokes equations are obtained by
decomposing any varlalble f into a mean value fand a fluctuating component r such that:

Avt" with fv=o

The averaging process must be performed over a time that Is long compared to the predominant frequencies of the turbulence.

However, In the case of a compressible flow, the Reynolds averaging technique leads to the introduction of a great number of
terms involving the density fluctuation p- . There results a considerable complication coming from the necessity to model these
terms In addition to the usual Reynolds stresses appearing in Incompressible flows.

In order to avoid this complication, Favre (1965) has Introduced the concept of mass weighted averaging which Is presently used
by most Investigators performing calculations of compressible turbulent flows. The derivation of the turbulent mean-flow, Reynolds-
stress and heat-flux equations In mass averaged dependend variables can be found in Rubesn and Rose (1973).

According to Favre's concept, the Instantaneous velocity component ul Is expressed in the form:

where at Is the mass weighted averaging defined by-:.

the bar denoting the classical time averaged value.

From the above definition, it results that:

e4& . 0

hence, the following relation giving uti n terms of the classical fluctuating components:

Substituting 11avereged variables Into Eqa. 4.1 to 4.3 yields:

Coninuty:

ot XZ1

Momentum:

(4.5)

er 5

(4r)(nergy.. _ j A r), (4.8 d-' ( 
f "  

dz¢" dr

A _ _ i ..- -i-
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Here ad and denote the mass-weighted average total shear-stress and heat-utw that indude the contributions of both the

molecular 1) ahd turtiohJt (t) transports.

These quantities are defined as:

numbr dfine by

..r

where:

The mean rate of strain tensolis given by:

i L dx1  dxr

k is the molecular viscosity (the second viscosity coefficient has been expressed via Stokes Hypothesis) and P the laminar Prand
number defined by:

Finally, land ?rare the mass-weighted averaged Reynolds stress tensor and heat-flux vector defined by:

Thus Eqs. 4.4 to 4.s now have the same form as the incompressible time-averaged equationa, except that the Reynolds stresses

thiinclude fluctuations In density which, In principle must be accounted for In some manner. On the other hand, the measured
qusesties, which are generally classical time averaged values, differ fromt the mass-weighted variables used to write the averaged
Navier-Stokes equations.

Thus one haes: e ~
e

and: -- eZ~ ef-

At low to moderately supersonic Mach numbera, the differences between the two kinds of variables is small ad, In fact, i t could
be legitimate to neglect fluctuations of density. In this case, I convetlonat Reynolds averaging is used, the compressible turbulent
Navier-Stokes equations are simlar to the Incompressible equations. enoprehassIblty effects are then taken Into account by considering
a variable mean density. In thes case, it can be readily shown that Reynolds and Favre averagings are equivalent. However, at
hyprsonic Mach numbers differences between time-averaged and mass-averaged variables can be significant and one should be aware
of this fact when conmpering computed and measured quantities (see Horaf man, 1987).

The system of equations 4.4 to 4.6 Is not 'closed since the number of unknowns exceeds the number of equations One is thus

confronted to the problem of expressing the turbulent quantities en and e&a in terms of known quantities. The task of
reducing the number of unknowns to the number of equations consitutees the a eure t problem. As wit be seen below, solution to
this problem may lead to the introduction of other equations of the traneport type which must be integrated in tandem wfth the
Naver-Stokes equations.

The dosure problem In turbulent low computations Is a huge question which Is at the origir of a large number of Investigations
still very active. It Is not here the place to review, even briefly, the literature published on the subject (for more Information see
Marvin. 198). In the present Lecture we wil concentrate on modeling effots speciTcally aimed at the prediction of shock-
wave/boundary~layer Interactions. Most of the models presented here have been devised to compute supersonic and transonic
ineractions. However, these models witl be examined In some detal since there Is not a wetl defined limit for the application of
clasaicar turbulence models in terms of Mach number. In reality, the great majority of hypersonic calculations have been execued

by employing models which are simple extensions of incompressible models, mainly because of the iack of informyation on turbulence
behavior In hypersonic Interactions. The results thus obtained being frequently encouraging, there Is no reason to be unduly
pessimistic about the capability of the following *simple turbulence models to give an acceptable prediction of hypersonic shock-
wave/boundary-layer Interactions.

4.Z3 -Turbulence Models for Interaction Calculations

4.2.3.1 -Genea remarks

The great majority of the turbulence models adopted to compute strong shock-wave/boundary-ayer interactions Irrvokte the
eoussinesq effective eddy-viscosity concept According to this concept, the turbulent shear-stresses In the mean momnum~it equations
are replaced by the product of an effective viscosity a, and a mean rate of atrain. Thus, one writes by analogy with the molecular
stresses:

/ I~ dXif

I
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vherel s the secific turbtlent kinetic energy defined :

Sometines, more vumplex constitutive relationships are used to model Reynolds stresses that do not necessily align with the
mean rates of strain. These relatively complex expressions will nct be given here (see Wicox and Rubesln, 1980).

Simialy, the energy equation contains the turbulent term eAt;-' which Is interpreted as a turbulent heat transfer term and
accordingly represented by the relation:

rt )

In whichi is an effective turbulent thenl conductity. Thus, Introducing the turbulent PrandO number.

one has:

Usually, the Pranditl numbers Pq and Prt are taken as constant (most often: Pq 0.75 and Pit = 0.9 for air flow).

With the above assumption for the effective turbulent heat transfer term, the only problem which remains is to express the
eddy viscosityut.

More or less elaborate expressions are used to express ut . It is sometimes difficult to propose a clear and rational classification
of these expressions, since most of them have been motivated by purely heuristic arguments.

The models are frequently dassified according to the number of equations they use to represent the streamwlse evolution of
some key turbulent properties on which at Is assumed to depend. Thus, according to this classification, the purely algebraic models,
In which no transport equation Is used, are termed 0-equation models. In fact, it seems physically sounder to make the distinction
between equilibrium models and non-equilibrium models,

In equilibrium mooels, the Reynolds stresses are entirely determined In terms of the local mean flow properties. This kind of
modeling assumes an Instantaneous adjustment between the turbulent field and the mean motion. In reality, such a behavior only
exists in weakly interacting flows where turbulence has enough time to adjust itself to changes in the overall flow structure.

On the other hand, when rapid changes occur - i.e., changes taking place over a streamwise distance whose length is comparable
to a characteristic scale of the turbulent structures - an instantaneous adjustment is no more possible. Then, at the scale of the
interaction region, turbulence responds progressively to the perturbating agency. A shock-wave/boundary-layer interaction is a
typical example of such a phenomenon where the turbulence field develops important non equilibrium - or history - effects.

In what follows, we will first present models in which there is no history effects and which are nevertheless employed by some
investigators, their essential merit being their mathematical simplicity.

Then. models Incorporating an history effect will be considered. As wil be seen, some of these models are simple adaptations of
equilibrium models, thus it is worthwhile to begin with an examination of this last category of models.

Models which do not use the eddy-viscosity concept will be considered in Section 4.2.3.4.

4.2.3.2 - Equilibrium Eddy-VIscosty Models

AN equilbium models are of the algebraic type, which means that the eddy viscosity is given by an algebraic expression
Involving quantities relative to the mean velocity field.

- The Mixing Length Model of MIchel-Quimard and Durant

In the algebraic model proposed by Michel t al. (1989) to compute boundary-layer flows, the eddy viscosity lit Is given by
the fornula:

(4.7) el~ 9 L~

in which y designates the distance normal to the wall. The mixing length I is defined by the following expression valid throughout
the boundary-layer:

e . o~ [(t ea(K 0.418 lthe Von KhmriAn constant)

In the new wall region, I has the classical behavior: I-,r y whereas In the outer part of the boundary-layer. I becomes directly
proportlion to the bond.ryl4yer thicknesa. Then: 1-O.08.

Function D Is a modified form of the Van Dries damping factor which Is given here by:

(4.8) o ..Pj- dW a , ] (A* - 26)

where 
t

r rt r Is the total shear-stress, sum of the laminar and turbulent contribtnons. The original Van Driest function has the
form:

(4.)
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where subscript w d, .ates conditions at the wall. This form may lead to severe problema in the calcuaton of flows containing a
separated region. This quetlon wit be discussed below. Expression for 0 is frequently written in the form:

where P. Is the kinematic viscosity and ,J?% t 'A VIs the so-called friction velocity.
V e

In Navler-Stokes applications, the model of Michel at al. has been mainly used to compute transonic shock-wave/boundary-layer
Interactions (Escande and Cambler, 1965). For use In Navier-Stokes codesAis given by the following slightly modified expression:

where /J / is the moduuis o the vorticity vector.

- The Two-Layer Model of Cebed and Smith (1974)

The very popular Cebeci-Smith model is a twolayer model in whichAs computed by two different expressions:

I - in the Inner region. I.e. close to the surface, the expression for/tis based on Prandtl's mixing length hypothesis which gives:

(4.10) /Ut z (0';) , D

where Is the tangentisl velocity component parallel to the wall. In this model, the mixing length is adapted from Van Driest's
sublayer model.

N - In the outer region.lys given by a Clauser-type expression:

where ;re is the tangential veoci4 coTonent al the boundary-layer edge and:

'r". u"(I !L)d1, #ett

Is the *incompressible displacemet thickness; y designates the Klebanoff Intermitterncy function which is computed by the
approximte forrla:

The Inner eddy-4scosity model .iAt- is used from the wall to the match point where the eddy viscosiy given by the Inner model
Is equal to thet of the outer model. Above the match point, the outer expression Is used.

In Wt, the two above models we not suited to compute separated flows for which they lead to unrealistic behaviors CA the
Reynolds stresses in the reclrculiatin bubble. In effect, the velocity profle then exhibits a local minimum where d)u/ dy near the wall.
According to (4.7) or (4.10), the result is that the turbulent shear-stress vanishes in this point, leading to a nearly laminar state in
a region where the flow is actually highly turbulent.

To overcome this deficiency, the following adaptations of the Cebeci-SmIth basic model have been proposed.

- The Two-Layer Model of Alber (1971)

In this model, upstream of the separation point ato is computed by means of a two-layer model nesy Identical to the Cebecl-
Smith model. The only change Is in the expression of the damping function which Is now given by.

(4.11) D = f L P[ - P

In this formila. the wag aheer-alres C had been replaced by the value of the local shear-stress at altitude y which is computed

by the approximate expression:

coming from the boundary-layer momenxum equation written at the wall:

die. dft
d dx

The same modillicato of the Van driest damping function has been Introduced by Cebei at al. (1970) to represent strearnwise
premue gra t effect on eddy-vcosty.

The use Of E% 4.11. wh ch Is smilar in SpIri to the one proposed by Michel at al., avokl a dilficty at the separation point
with the origir,4 Van nrIe'a formuation. Indeed, since at separation r. vanishes. the use of Eq. 4.9 entals, at this poit, the
cancellation of the ttbiria contblitlon to ahearWem throughou the endis boutduy-ayer.

Other modlcatlb of the Vi Orleat damping uinction hve been proposed to avoid an unrealistic behavior at a separation
pokl

Baldwin and Loru (1078) he replaoed the usual etpreeslon for the rictiot velocity (se above) by-

2 71
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This new expression Is deduced from thefact that for flows with manI pressure gradiant does rid appredby vary within the
range of y at which D differs signitianly from unity (I.e., the viscous sublayer). Furer, the velocity varies logarIthmIcally with
outside the viscos susblayer. Thus, for such flows, Ate is closely approximated by the value of [0.4 y S u/ d y] outside the =
sublayer This new definition of At closely approximates the conventional definition for flows wiltl small pressure gradient and remains
nonzero In &I regions of separated flows.

Visbal and Knight (1984) consider. In the damping function, the total shear-stress (defined in terms of the velocity component
parallel to the wall) in place of2,.This adaptation Is identical to the one Introduced by Michel sat l. well before them.

In calculations performed by Peters t l. (1986), the It, value at the last station prior to separation is used throughout the
separated region, thereby eliminating the difliculty wlth6belrng zero.

Once separation has occurred,,i and/it, are given by the following expressions:

At1, 0.01 Ps ''2

In the equation giving are , ' represents In this case the displacement thickness above the line u = 0 of the separation
bubble (disti ct ftt the walt). This lower limit of the Integral can be replaced by the ordinate of the Dblcrki*ig SODOM"

M of the bubble; Le., the streamline joining the separation point to the reattachmen point (Beny et al., 1987). Substituting iC
for 04 makes It possible to avoid an abnormally high Increase in the turbulent quantities for a large separation in which the

boundary-layer thickens considerably.

In alt the above models the length scale used to express the eddy viscosity in the outer part - or wake region - of the
boundary-layer, is either the physical thickness S of the boundary-layer or an integral thickness, such as P depending directly on J.
Thus, the calculation of A. necessitates the localization of the edge of the dissipative regions. This localization is frequently delicate
In complex flows where there is not a well defined frontier between the dissipative region and the outer Inviscld flow. This is
particularly true for shock-wave/boundary-layer Interactions In hypersonic flows where the flow outside the boundary-layer can be
highly rotational

Thus. In contrast to the flat plate stuatlor, the velocity presents a conlinuously varying profile on which it is difficult to fix a
precise boundary between the dissipative and non dissipative parts of the flow.

Several methods have been used to cope with this difficulty In the execution of Navler-Stokes calculations. For example, In the
case of hypersonic flows whre a large total enthapy gradient exists within the boundary-layer region (e.g., cold walls), the
boundary-layer edge can be conweniently defined upon the total enthalpy profile, since the total enthalpy is constant within the
inviscid part of the shock-layer region (Shirazi and Truman, 1987). In the case of adiabatic - or nearly adiabatic - flows, other
techniques must be used to determine I . Some of them are based upon the velocity distribution: then j Is located at the attitude
where the relative velocity change between two mesh point is inferior to a given value (Hung and MacCormack, 1977) or is a given
fraction of the maximum velocity within the shock-layer region (Shirazi and Truman, 1987). Other methods of determining boundary-
layer edge use the distribution of vorticity: for example I is defined to be the locauion where the voticilty Is small compared to its
value at the wall (Baldwin Sat l., 1975; Escande and Cambier, 1985).

Whatever the method used, location of I remains a delicate task which very often leads to severe difficulties in the execution of
Navier-Stokes calculations.

To Overcome this difficutty, Baldwin and Lomax have proposed the folowing algebraic model.

. The Baldwtn-lomax Model (1978)

in the eddy-viscosity model devised by Baldwin and LonM the turbulence length scale Is no more based upon the dissipative
region thickness but is defined frr "., vorticity distributior For this reason, the Baldwin-Lomax model has become extremely
popular among people performing Navier-Stokss calculations.

This model Is also a two layer model in which the Inner and outer eddy-viscositles are given by the following equations:

(4.12) / (OsryDP/Ad/

,At, 0 0.~ p zy-

is the l'ebenoff Itermittency function which Is expressed as:

where yM is defined below.

Factor F. a function only of x, is given by wtichever of the two equato below has the amaes value at abscissa
considered:

The qUerti y FM is the maisa of function:

(op

arnd yM is tIe i at wlich O i is raiced: j is the maxiu velocity dlience throig the daasvo ii a a
given Station s The extrrtl fonmuaton (4.12) on be ued or wakes a well as for boundary lyes. Ii the lter m , is eque
to.

w
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Although the usbsience length scale is now defined from the vorticty distrltion, difficulties can also arise with the Baldwin-
Lomax model, the fuwlon F having in some ckcumstancse more than one maximum in the region of blars.

For exampWle for Separated supersonic fo over a compression ramp. F can display two peaks In the vicinity of eparatlon
(Visbal and Knight 164). It was found that the values of YM associated with each one of these extrema may differ by one order of
magnitude. Thus the selection of the peak closer to the wall can result in an abrupt and unphysical reduction in the computed oiter
eddy-viscosity. To avoid this unrealistic behavior, VMe and Knight are led to adopt the value of ., and Ft obtained from the
extrenum farthest from the wall.

4.2.3 - ton-Equllibfum Eddy-Vlacoalty Models

General Remarka. The non equilibrium models can in turn be divided Into two broad categories, namely:

I - those which ere essentially of algebraic nature, in the sense that eddy-viscosity is stll given by an analytic formuia (eventually
of the two-layer type) valid throughout the thickness of the boundary-layer. In this case, non equilibrium effects are f*eueny
introduced through adaptations of what is called the baseline equilibrium model;

i - those in which eddy-viscosity Is expressed in terms of one or two loca turbulent quantities which are computed by means of
transport type equaton(s) solved in tandem with the equation of motion.

Mast Non Equilabm ModehL Several authors have inluded a history effect in the turbulence model by Introducing a space-lag
in the evaluation of the eddy-viscosity coeficlent This kind of modeling account for the fact that, as shown by experimental
evidenMc turbulent eddy motions do not rapidly adjust to local environmental changes. As we know, this is speclalty true in the
case of a shock-wave/boundary-ayer Interaction.

- The Shang and Mankey Relaxation Model and Similar Models

To represent non equilibrium effects Shang and Hanley (1975) have suggested a global relaxation model in which the eddy-
vItscosetyls determined along lines parallel to the solid surflca from:

(4.13) ,at (s)Z r4) e ) ~ (X)J/ - Ap ( -xs )'7

where:

- Is the eddy-viscosky evaluated just ahead of the Interaction region; I.e. at x = x0;

-^?t. is the local equilibrium value at station x given by the baseline model (Cebecd-Smith's model in the case of the calculation
performed by Shang and Hankey).

In Eq. 4,13, A. represents a relaxation length moat often determined in a purely heuristic fashion as the length leaing to the
best agreement between calculations and a well chosen experimeft Thus Shang and Hankey have adopted , 10 where (is the
boundary-layer thickness at the interaction origin.

A similar relaxation formula has been more recently used by Visbal and Knight (1984) along with the BSakdn-Lomax turbulence
model. However, in their applications best agreement with experiment was obtained with i = ; I.e.. a value one tenth of that
suggested by Shang and Hankey.

In a slight variant of the above approach, Matesr at al. (1976) have applied the relaxation formula only to the ouer eddy-
viscosity of a two layer baseline model. This way of rirplementing a history effect can be justified by the fact that due to the very
small thickness of the inner layer, turbulence in this part of the flow can adjust is properties needy Instantaneously to rapid
changes in flow conditions. On the other hand, the large eddy motions which determine the turbulence structure in the outer part of
the boundary-layer need a certain time to accommodate themselves to the new situation.

A relaxation formula identical to Eq. 4.13 has been applied by Horstman (1976) to the mixing length of his baseline model. A
local relaxation model has also been used by Mateer St al. (1976) to compte a normal shock-wave/boundary-layer Interaction at
transonic speeds. In this model- closely inspired from that proposed by Deowert (1975) - the eddy-visco is give by:

;itt (-X) - 'At (s-a'r-) +z f-, ( s -h) f ,

where:

- It, is the local equilibrium value of the eddy viscosity;

a . (x-Fx) is the value Ofut at the preceding mesh point andix Is the distance between mesh points.

The same local relaxation formula has also been applied to the mising length by Horstman (1976).

- Models with Variable Turbulence Constants

On can envirage to Introduce some history effect by acting on the basic constants Involved in the turbulence model, namely: the
constant A

+ 
of the Van Dris damping Iunction and the Von KrMntn constant ro the mising length near wal expression.

Formulae giving the evolution of A 
+ 

and r as function of a local pressure gradlent parameter have been proposed by Keys
(1971) - for A

+ 
- and Glowackl and Chl (1974) - for K' . A similar approach has been adopted by Gupta (1963). However, since the

parameter adopted cherecterizes the local value of the treamwise pressure gradient to which the boundary-layer is submafted.
formulae of this kind do not represent a true history effect.

In order to intprove the sliuatin, Horsnman (1976) has suggested a new way to introduce non-equilbium effects at the level of
the basic model constants. In Hortnn' modl A

+ 
and reare represented by the following equations:

f , x/ is. f?,T) f.o.ortf r/Atp~]



9-33

In these eutions, p()and~x) are welgihed averages of the dimensionless pressure gradient parameters:

and

A Gaussian weighting tunctior, centered abot a point several boundaiy-layer thickness A upstream of each axial grid location
was chosen to obtain the weighted averages. Thus one has icr 7(-X:

r (x) z r Y

with:

where A Is a lag lengh parameter. For application of the model to etiock-wsve/txxundary-ayer Interactions, a lag length parameter
equal to the local boundsry-layer thickness (A - t) seem to give the beat results (Horetnian at W.. 1977).

A simiar expr-ssion Is used icr calculating fl(x).

In all the above models. non-eqailtiti effects are Introduced In a more or less emlpirical manner by mears of reatiely simple
modifications of the baseline equtilbium model. History sitedt Is represented by a space lag In the streanwise evoluion of the eddy-
viscosity coefficiernt or the 'constaas' of the model. This space leg Involves a lag length parameter which, as shown by applications.
do not obey a universal simpl law. In tact this parameter must be adjusted for each compted configuration so tha the predictive
capabiltty of these models Is geniersity poor.

-The Johnson-lthtg Algebraic Model A more convincing algebraic non-equlibriunt turbulence model has bean more recently
proposed by Johnson and King (1984; se also Johnson. 1985). This model, essentialy appied to transontic interacting flows, introduces
at Sounder transport mechanlismi icr representing history effect on turateice wide keeping the mathematical simpicity of the
classical algebraic models.

In the Johnson-King model, the kinematic eddy-viscosity Pt Is given icr the complete thickness of the boundary-ayer by the

(414 ( ;7;) Y

and 9t

(-s.s I, designates the maximuem shear-stress, level at"th abscissas cosdrd ontr is determined such that:

wherais given by (4.14). The shewr-Stresit-4.801fissa simplfiedtransport equation withtttheirm.

8,r d-u) ( U f

This ordinary differentia equation Is Inferred from the transport equation icr the turbiulence kinetic =rrergy it (see Eq. 4-tO
below) with Introduction of t hypothesis:

The dissipation length Lt I f and the turbulent dlunion rae .0 am given by algebraic expresslon (see1 JosON- 1985).

Eddy-Viscosity Transpor Equation Models.

General Rsat A further step In the sophietication of turbulence models consists in calculating the eddy-viscosity in terms of
lo~turbulent properties which satisfy transport equations representing history effect.

This way of tackling the problem of turbulence modeling Is largely based on the concepts presented in Pioneering papers by
Kolmogorov (t942) and Rotta (11951). The research effort along this tine has been at the origin of a vast amount Of pubiICAtionS which
cannot be considered, even bristly, within the framewotrko cithi Lectur. Here, we wil concentrate on models of practical hIte
which are currently used In shocfR-wave/boundayayer Interaction calculations.

As we know. the kinenatic eddly-viscosity atc has the dimension of a velocity times a length. Thus the problem Is to find
transport equations for representative scales from wtichewn be espreesed.

A untrersolty adopted velocity scale is the square roof of the turfixienf kinematic energy Lot uis row~ noe with mass woogse
variables, this quantity Is:
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Hence, we wit write:

A C 4- L
where C Is a constant arid L the stiff undetermined length scale.

A transport equation for k can be deduced from the following general Reynolds stresses transport equation, written here with
mass weighted variables (see Rubesin and Rose. 1973):

(415) i) c--) -V )AL

d/, dxj 04 £7 dzA

Zj OX.
As k Is half the trace of the Reynolds stress tensor, we obtain Immediately for k:

(4.t6) 
z

at -j) e a 11A - -Ld4

dxj )X A ~ -

In the above equation k = 0.5 uJu-and ?e is the molecular stress tensor.

In contrast to the Navier-Stokes equations, the equations f R the Reynolds stress tensor and £ contain extra terms resulting
from the compressibility effect, even i mass weighted variables are used. These extra terms involve pressure/velocity and molecular

shear-stress/velocity correlations.

The reason for the presence of these terms is that both e2 and its derivatives are non-zero in a compressible flow. In fact, at
low to moderately supersonic Mach numbers, the extra terms are small and are most often neglected. However, it compressibility
effects are Important, as in hypersonic flows, attention should be paid to the consideration of these extra terms and a modeling
should be looked for to represent them (Rubesln, 1976; see also information in Horstman, 1987).

The terms in the rigth hand side in Eq. 4.16 are, sequentially, the turbulence production, the turbulent diffusion, the pressure
diffusion, pressure work, molecular diffusion and dissipation of the turbulent kinetic energy.

Except the production term, all other terms contain new fluctuating quantities whose determination should require the writing of
new equations, which in turn, would introduce other correlation terms, and so on... Thus, in order to close* the problem, the terms
of Eq. 4.16 (and also of Eq. 4.15, i second order closure modeling is used), other than the production term, have to be modeled We
will now consider some of the modeling procedures used to compute eddy-viscosiy for supersonic, or hypersonic, applications.

One Equation Model. The one equation model, or kinetic energy model, was developed for incompressible flat plate boundary-
layer flows by Glushko (1965). It was studied by Beckwith and Bushnell (1968) In more complicated boundary-layer flows and was
generalized by Rubesin (1976) to compressible flows using mass averaged variables. We present here the simplified vt ,ion of the
complete Rubesin model which was used by Viegas and Horstman (1978) in a thorough examination of turbulence modeling in shock-
separated boudaryayer Interaction flows.

Glushko has demonstrated that the turbulent effective viscosty/ 1 is expressible in terms of a local turbulence Reynolds number
deined as: Y!

A
In the present model, k Is computed by a transport equation but the length scale L is still provided by an algebraic relationship

which will be given hereafter.

As modeled by Gluhko and Rubesin, the turbulent kinetic energy equation takes the torm:

where:

- The production term Pk Is Pk P i t . . (see Section 4.2.2 above for the expression of In n terms of the eddy-viscosiy and
thetmeanrteofstrainrate). " V ci/

SMIs the local Mach number.

- C0 and CV are constant Vlume aNd constant pressure specific heat,

- 7 and C are modeling constants.

The eddy-vtscosiy At Is given in terms of 4R by the flowing etprsslons:
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i f <4 O7.r

At =-(,/A & (.oRy)I if 0.7.- Rt < f.2r

if 4 > f 2f

where Al R, / RO and R0 and < are model constants. The variable mutitplicatlve factor of Rt Is Introduced to insure a proper

variation 0oft In the near wall region.

The length scale L, as defined by Glushko, Is:

if

L.77 1 if . 0 3 'C < a./

, /.e , z if oil j < ,f. f

where: =y/•

The expressions for the total thermal conductivty O'and the total turbulent kinetic energy diffusion ,a4 are:

AJl =/t#Aix, (A R1)

where r and A are model constants.

The values of the constants In the study of Viegas and Horstman were:

( = 0.22 C = 4.69 R0 = 120

= 0.73 t= 1.1 A= 0.4

Two Equation Models. The next sep in the modeling koprovement consists in adopting a transport equation to determine the
variable I which Is used In conjunction with k to define the turbulent length scale.

In the Jones-launder model, f is the turbulent kinetic energy dissipation rate. usually designated by ; in the Wilcox-Rubesin
model. . is the rate of dissipation of turbulent kinetic energy per unit of kinetic energy.

- The Model of Jonesand LAunder (1971)

The modeled equation for the turbulent kinetic energy has the form:

(417 J dx f;,

while the equation for the turbulent dissipation rate 1is:

(4.18) 1; -i-- cc,)C4 f- de _ __

The above equations can also be written in the following forms after Introduction of the eddy-viscosity concept:

(4.17a) DpA IFdj71~ 3 ~ <
1t 3

+ diffusion + LRT

IF + diffusion + LRT

LRT refers to the so-calged Low Reynolds number Terms which must be Introduced near a solid surface, as will be seen below.
The LRT terms are surrounded In Eqs. 4.17 and 418.

C,-, and C are model constants, 12 Is" function of the turbulence Reynolds nurnber Rt:

/ = ,- o 3 -P3 (-

In this case, eddy-viscosiy Is glven by.

(4.19) •" / , e

whore a consat aId I afnction d R delned as:/4 * a "-zi/o" ie/'o
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As the turbulenc lengh scale is:

the turbulence Reynolds number can be expressed as:

andA t can be written in the more famliar form:

C'

The expressions for the dlffusMty coefficients for this model are given by:

r cp (A Aa At

where 9 and are constants.

The following values of the constants are generally adopted:

C~.ss 04.5 j=2. Op -0.09 OX-t A (rp-1.3

The surrounded terms in Eqs. 4.17 and 4.18 are added to Insure proper behavior of k and Z when the distance to the surface y
is tending to zero. These terms e"tend the validity of the transport equations to regions of the flow where the turbulent Reynolds
nimber is not large. In fact. the origin of these extra terms is purely empirical and their presence may lead to severe numerical
difficulties since they tend to make Eqs. 4.17 and 4.18 stiff close to the wall. For the same reason, the presence of fln the eddy-
viscosity expression permits a proper behavior ofA when y tends towards zero.

On the other hand, the results given by the original Jones-Launder model are in poor agreement with experiment in the case of
strongly interacting flows. For example, the size of the separated regions is most often largely underpredicted.

To avoid the numerical difficulties and to improve its accuracy In the prediction of shock-wave/boundary-layer Interactions, the
Jones-Launder model has been modified in the following manner.

The dissipative layer is divided Into two regions:

I - An outer layer where the tubulent contribution to the shear-stress is largely superior to the laminar contribution. In this layer,
the eddy-viscosty is computed by using formula 4.19, with (A C 1. end the turbulent quantities i and e are determined by solving
the transport equations 4.17 and 4.18 without the wall correction terms (surrounded terms).

II - An Inner layer where the molecular viscosity tends to become predominant. There, a special treatment is substituted to the
solution of Eqs. 4.17 and 4.18.

Several models have been proposed to represent the flow In the near wall region. The purposes of these special treatments Is to
provide a correct expression for the eddy-viscosity and to specify appropriate values of kinetic energy and dissipation in the fully
turbulent region away from the wall. These values will be used as boundary-conditions for Eqs. 4.17 and 4.18 without the wall
correction terms.

Thus Ching and Launder (1960) start integration of the ( k-, C ) transport equations at a point P located above the viscous
sublayer, in the logarithmic region of the boundarylayer. There, by making suitable assumptions concerning the behavior of k and 4
In the near wat region and considering the log4aw for the velocity distribution, it is possible to write relations linking conditions at
P to watl values.

A simlar treatment has been adopted by Chen (1986) but with a new wall function approch based on a wall law suitable for
boundary-layereunder strong adverse pressure gradients. Wall functions have also been used by Gorski (1986) to derive boundary
conditions for k and e at a certain distance from the walt. Gorskis treatment Is more general in the sense that it allows the Inner
boundary from which Eqa. 4.17 and 4.18 are solved to lie In the viscous sublayer. This situation can happen in a strongly interacting
fow where an Important dilatatlon of the dissipative layer inner part occurs (see also Gorski at a., 1987).

Another way to treat the near wat region is to adopt, dose to the waft, the inxing length expression for computing the eddy-
viscosity (in partictiar. see Bensy at al., 1987). Thus, below a certain ordinate yR, at Is given by Eq. 4.7. Then, by making use of
Bradshew hypothesis:

and assuming that In this part ol the flow turbulence is In eulfibtum, I.e., production of k = dissipation of i, the values of kand
4 at were ly compuied.

Above m, Eqt 4.17 and 4.18 eae ached with kR and 6A epecifild as boundary-conditions on yR. Now A is given by Eq. 4.19,
with fj. - I. The boundary YR between the two domains is located at an altitude where the turbulence Reynolds number is high
enough: Rt - 200 Isan appropriate value.
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The Model of Wkox and Rubesn (19N0)

In this model, the eddy-viscosity Is given by:

(4.20) )'t

with: f -1 (0-A) R .. tfe

Rt is the Reynolads ubrof turtxience and F0 A modal constants.

In Eq. 4.20. 4j designates the rate of dissipation of inetic energy per unit of kineatl energy which, according to authors may
be a more signficant qtuantity than the rate of ttrbulence disspation Itself.

The transport equations for k sod 61 take the form:

(4.21) Ai~UhAL~d ~ ~ ±[A )~
it x .,d 1

and

(4.22) *g(a, '(ic) ~ ~ S
it dx/ -i dxl~

where the length scale L Is represeniltd by: L Y!

The constants used with this model have the following values:

0~=.9 UA = 0,, = 2

The boundary conditions at fth wall for Eqs. 4.29 sod 4.30 are:

20- 0(

The condition for W was derived bry Wicox and Tracy (1976). To avoid the singularity On (i when y 0. the dissipation rate

equation Is solved neanercaiy for y~ > 4 and then patched smoothly to:

- - / to,# 18,7y

for amr values of y (see Wlg and Horstmnssn 1978).

The Wi1crac-Rubesin model differs basically from the preceding models In that the form of the constitutive relation between
Reynolda stress tensor and mean Nfow properties has been modifiled to represent anisoftropic Reynolds stress phenomena. This more
gerera relation will not be given here (see Wkfox and Rubesin, 1980).

4.2.3.4 -Second Order Closure, Models

The Goo"a Modall A further a"e In trbulence mode"fn - within the frameworc of classical Ststicoal tarbrience - is to give up
the eddyvlcoelty concept and to consider transport equations for the Reynolds stress tenso Itself. This approach is called the
Rteynolds Stress Eqmsstio (SE) formulation or second order losure modeling.

The esseolli advantages for using fth Reyniolds dtress model over the Usual eddy-visosity model l1e In the removinig Of the
poatulite that the prncipal a"i of the Reynolds stress ternsor align with th* of the mean strain rate tensoor and that sudden changes
In fth Mean Stress tensor are reflected Imn lately In the Reynolds slrass.

The Reynolds siress equation hon been given above In terms of ma weighted variables (see Eq. 4.23). Modeling of the general
RSE has been proposed by Hangall and Launder (1972) as by Launder St al. (1976) anxl also by Wicox and Rubesin (190).

Thene last authors have proposed the fIWAIng modeled Reynolds Stres EqMiatoi In ~hltrdeslignates thoe Reynmolds tensor

- V

I ~z dZA 'ee) Al



9-38

The values of the constants figuring In this equation will not be given here.

The RSE must be supplemented by the transport equation ford(or If the more classical dissipation rate Is used).

The RSE approach necesssitates the solution of a system of 12 strongly coupled partial differential equations in the case of a
three-dimensional fow, namely: the 5 Navler-Stokes equations (continuity + momentum +energy), 6 equations for the Reynolds
stresses, 1 equation for the turbulent dissipation rate. Due to this complication, applications of RSE closure in the case of shock-
wave/bundary4ayer interactions are SUN extremely scarce. To our knowledge, the only convincing calculation has been performed by
Vandromme and Ha-Minh(1985). It concerns a transonic flow. For this reason we will not give further detals on the RSE approach
(for more ample Imformatlon, see Ha-Minh and Vandromme, 1985).

The lgebraic Stress Model. A relatively simple solution to the problem of directly determining the Reynolds tensor components,
without having to solve a complicated system of partial differential equations, has been proposed by Launder (1971) and by Rodi
(1972).

This modeling procedure is known as the Algebraic Stress Model or ASM. Initially developed for Incompressible flows, it has
been applied with success to moderately supersonic flows (see for example Benay at at., 1987). The ASM allows the calculation of the
Reynolds stresses via the solution of an algebraic system of equations.

This system is derived from the general Reynolds stress transport equation by making the assumption that the ratio:

varies slowly along a streamline. We ran then write:

(4.23) D All - a ( _
Pt - t

D/Dr is the particular derivative of the quantity and Diff represents the terms which are modeled as diffusion terms In the transport
equations. By considering the difference between the convective term D/Dt and the diffusion term Diff in the modeled transport
equations for k and ,., one notes that this difference does not contain partial derivatives of the turbulent quantities.

Hence, Eq. 4.23 leads to an algebraic non-linear system for j i which can be written In the following form for an
incompressible flow:

(4.24) - < C,

where: -

and

Ai l &I -' 4
dU dXf

C2 and C 1 are model constants (Launder has proposed C 1 = 2.2 and C2 = 0.55).

Thus the 4' u 's can be calculated as function of I, and spatial derivatives of the mean velocity field by soMng an algebraic
system.

In the compressible extensions made to this day, compressibiity effect is simply taken into account I considering n the
equations a variable mean density. Thus expressions similar to Eqs. 4.24 are used.

To our knowledge, the ASM has not yet been applied to the computation of shock-wave/boundary-ayer interactions occurring at
high Mach numbers. However, due to the very encouraging results obtained in transonic flows the ASM could constitute an
interesting model for hypersonic applications.

4.2.3.5 - Algebraic Models In Three-Dlmenslonal Flows.

In three-dimensional calculations, some adaptation of the classical algebraic models is needed to account for the three
dimensional character of the field. The following models have been proposed to compute corner flow (see Section 4.4.5 below) where
one has to represent the influence of the two walls.

For the mixing length formulation used dose to the surface, one may adopt the following expression suggested by Prandtl:

"(L) /D' .41)

y _[ , d .' , .1} (O ,,, J,where. 05~~ ~~7L u~)

Shang at al. (1979) have substituted to the above mean rate of deformation, the following simpler quantity:
/ z_/ / .r

where ;is the outward normal with respect to ithe wedge suraca. Thus, the inner eddy-viscoalty is given by i*e relation:

/v i -$
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where the Van Dries damping function has been Introduced.

The length scale L figuring In the above formula Is the asymptotic form of the relation given by Gesaner (1973) for a
rectangular duc. in ft moat basic form, Loan be expressed from the Integral:

f I ,9

where 4 is the peripheral angle of a sweep, ray originating from any point (xyxz Inside the duct an a the distance between the
pon and the Intersetion of the ray with the comner surface (see sktch).

For the corr problemn, the general relation given by Gessner takes the following asymptotic form:

where y and z are Cartesian co-ordirutes Worng the corner sies

In the orter pert of the boraidary-layer the eddy-viscosity, Is conipried by:

where q Is the velocity magnitudie anid the nmudmtxn dimnension along the transformed 2co-ordinate (th Comprutational CO-
ordinate system edopted by Shang at al. Is shown In Fig. 4.5).

A simliar modal was used by Hung end MacConneck (1978) for sharp fin calculations, In this model the turbulent eddy-viscosity,
Is given by: 5 P

with:o

(iI the absoklet magnittude of vorticity. ILa.:

cdy dj z x C)J

The inkin WVMa I Iseomnputed btfowngepsinvaI throughout the bordary-layer
e . v. oaT r o. itd /,. oa i)

where the 'niodflled distnce d is Ifewile with the length scale L of the previous model The above expression for the mixing-
length is idenfical to that proposed by Michel at al. (see above).

4.24 - Navle-Stokes Calculatons af Interacting Flows

4.2.4.1 - InWrouotrl Remarks

The present Section is devoted to the presentation of applications of the NrAver-Stokes appoach to ahock-weve/boundsry-lyer
Interaction problem Interactions In lesminar Nlow wil be flast considered then the turbrlent rigimes wEl be envisaged. Both two-
dineroional and teedislorb applications wil be presented. We do not preten to be exhaustive in the compltion of published
NavWe-Stokes calculations applied to strongly Interacting flows, Our prinsr aim Is to llustrate the present status of the approach
and to discuss Its limitations, especially in the turbulent case where, in eddition to apecific numnerical dificuctiea due to the existence
of regions of very high gradients. ons Is confronted with the delicate problem of trbulence modelng

In fth presertation tha falows, both supersonic and tnuly hypersonic applications have been retained since there Is not a wel
defined conceptual diftrenc between these two situations. Real gas effects and chemical reactions, which are typical features of
hypersonic flows, wre sta Ignored in the calctlation of shock-wave/boundary-layer Ieractions by solution of the Navier-Stokes
eqiustiorts. Furthermore on a vehicle fling at hyperc veiocities, there e=is Nlow regions where the local Mach number Is In fact

4.Z.4.2 - Navier-Stofurs Applical n hiLanlie Flows

TW.Ohiiensaiorl Flw Otis of the that numnerical soltions of the hIeraction between an Incident obliqu shock-wave and a ismlinsr
bound ary-layer was o*tai-e by Ma1cCormack (1971). The I eeg atlo techniqlue was the well known MacCornack predictor-corrector
time narching expoci metho which was beer on used by many othe Investigators The application conceme the shock reflection
a a M61ach number of 2 ettperimentally studied by taldnen at Wl. (1959).

The case of a supsonic flow psd a two-dimensional compression co"m was trae by Carter (1972) who used the two-step
uqlctscheme of Brallovelwys (1966). Good agreement was obtained with the wrperlmentresults of Lewis at al. (1968). Figure 4.1

shows a comparison of the computed wall pressure diribuion with If b mesured In a 10' corner at LM0 - 4. The exprmertal data
Is both for a fla-plat modal (exatiu sie plates) anid for an axlsynuietric modal ossing Is chihide-s corfiguratlof

Agresment with erperimenl Is not so atisfactory in the cas of the interacti on occuring at MO - 6.0 over a 10.25' compression
corner, as can be see in Fig. 4. This IF"x also shows calculation perorme with the lnviscld-Visocous Interatve method of

antsbrg.d Less (1969. There Is a sd ~~sr discrepancy btencomptisilon anid urpeknert in the sepeio part of the
hraln dowiberornof te orne. agrenrt isbite.

Bslowiaraya '- eho wais dap pied by Hnrd at 51. (t974) for the comptaielon of an Inidreshig hoc at a Mach
nmbter of 2. On goe whle A On resuls waerealistic anid agireed reasnably wal with "Wrpetii SUPSrorl Ih Sows on blunt

-oeswith Iepe ,on iduced by ft-were comnputed by U (1974) by using the MacContackmehd

d&-
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Fig. 4.1 Navier-Stokes Calculation of 2-0 Laminar Fig. 4.2 Navier-Stokes Calculation of 2D Laminar
Ramp Flow. Wall Pressure Distribution. Ramp Flow. Surface Preasure Distribution.
First Application (Caner, 1972) Second Application (Canrter 1972)
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Hun *ad i Ma.o5,.,196 
aplth.. ex. ct. el~o-st 

md tolte calf.atin of1upC 
n hpo ni

4.24, 0,5 r CIVC.

1 1

05 1 1.5 2 as5 1 1.5 2 L. as 1 1.5 2 0.5 1 i.5 OL

Fig. 4.3 Navier- n okes Calculation of 2-D Fig. 4.4 Navier-Stokes Calcuiation of 2-D
Hypersonic Laminar Ramp Flow Wittout Hyperaonic Laminar Ramp Flow With

Seaain(ugand MacCormack, 1976) Separation (Hung and MacCormack,
Separtion Hung1976)

Hung and MacCormack (1976) applied the explicit predictor-corrector method to the calculation of supersonic and hypersonic
liar compression Corner flows. Rests found at M0 = 14.1 wre presented In Figs. 4.3 and 4.4 where they are compared to Holdens's

data. When there Is no separation at the corner (see Fig. 4.3), agreement between experiment and computation is extremely good as
regards both wall pressure, heat transfer and skin-friction distributions. However, for the Wc - 24

° 
case - for which separation occurs

. the general features of the computed results have the correct trend but the extent of separation is underpredicted (see Fig. 4.4).
Nevertheless, the plateau pressure and the magnitude and location of the peaks of surface pressure and heat-transfer are correctly
predicted.

Oblique shock reections at relatively low Mach numbers (dose to 2) were computed by U (1977) by using a mixed explicit-
hrplicit numerical method. A shock reflection occurring at M0 - 7.94 was computed by Hodge (1977) by means of the MacContack
explicit scheme.

Solutions of the Parabolized Nayler-Stokes (PNS) equations for a compression corner flow at M0 = 14.1 were obtained by
Lawrence at a. (1986). Their calculations are relative to unseparated flows since a single pass forward marching procedure is used.
Agreement with the Holden and Moeea (1969) experiments Is extremely good.

Navier-Stokes calctiator applied to shock reflection at N0 = 7.4 have also been performed by lass and Lockwood (1977) who
solved the steady form of tmese equations by an iterative technique.

Applications of the Lax-Wendroff explicit method to the shock-wave/boundarylayer Interaction problem have been carried out by
Hussalnl at at. (1979) and by Cambler at t. (1908).

TFvotuenslAows. The lainnr Navler-Stokes equations for the flow developing in a comer have been sclved by Shang and
Hankey (1977) by employing the MaConmack explicit method. The computed flow field is a three-dimensional oblique shock-
wave/boundary-layer Interacton produced by a wedge attached normal to a flat surface. This configuation is also called the sharp
tin problem.

10 Y (-1 

M7"' 
-

s,

0.5
ned

P' 4.5 Coomdit System for 3- Conw Fow Fig. 4.6 NmAer-atokes CdUoIion o 3.0 Lea
CsIa (on PtwV a n u a ye, 19M Comw iW. Dnsity C"or Map (SW"g

and Har~ey, 197n)
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Hare the wedge wane Is equel to IV. the treestreemn Maclh nmber wex 12.5 and the Reynolds number. bad Upon the axia
Wrigh% wee 1.21 x 10. Expearimetnatinvwsigstiof e tis low sh owa that the invscid dominant portion d the flow field Is nearly
ivariart with reape' to a generating rsdlu vecto fromt the apex de the corner, regardless Of the different scaling of t growth of
the iMscu regonm This kws d tis Sow field he* lad to the adoption of the conical coordies system sketchedl In Fig. 4.5 (a
iShs110 sy" emwill be adopted for tulaenet applications presented In next Section).

Reasfs of StuNg MWt Hanlrs cacbiloin ae praated in Pft 4.6 fin The form of density cont=u nupe of the three-
dimenslonel low ftui. The sTaibe mturas revaled by these, Imps ame fth wedge shock-waveI, the shock Induced by te boundary-
layer growth on the llt-plate the t%*j poket at the Itersection of the two shock& anti the outsr edge of thebwdeylyr
Figre 4.7 shows the fil resulting from the projecion of the con"ic 0055w velocity oomponiert In a vertical plane (Y.Z). In the
unpetuwbeted flow region (upper and right portion of t graph) the coica croesio velocities sensibly orwerge to the origin of
the co~claoae system~ The crosdow velocity componeut executes a eharp turm towardis the corner at the shock-wave, generated by
t corner. A stong vorteu cester is clearly visible at a locstion Inmmeditely below tin triple p01st Agreemnt of computation with
exernet very good.

The samne cocifigurstion haes been computed by Degrez (196M) for a supersonic Mach number of 2.25 and a Reynolds nusitber of
1.08 x 10k The three-dtiensionl Navter-Stokes equatio were solved by the implcit apprraft tactorization scheme of Beem and
Warlng.11
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Fig. 4.7 Nr-St&okes Calculationt of 3-D Lamkna Fig. 4.8 Navier-Stokes Calculation ot 2-D
Comner Plow. -Croestlow Vector Velocity Turbulent Ramp Flow. Walt Pressure
Po (Shang and Henkey, 19Th Distribution (Shang and Hankey, 1975)

4.2.4.3 - Mnalr-tokes AppliatIcas in TaarsWItM Plows

Two~itndoed Rlows, The reflection of an oblique shack-wave at a Mach numnber of 2.96 has been treated by Wilcox (1973) by
using a numnerical method bedupon a generalized form df t expict time, marching finite difference scheme originated by Von
Neurienn and Ritchimayer This calculation probably constitutes the firs documnted solution of turbulent shock-wavefbozindary4ayer

beato.The turbulent sheer-stre was computed by the Saitman transport equation model which has been at the Origin of the
W11c=-Ruhesi turbulence MOde presented In Section 4.2.3 above. Agreement with experimnrt was lair.

The same numeeical code and the same turbulence model were then applied to the corner flow problem Oh~ccK1 1974). In this
case agreernat with expernie deteriorated rspkiy, when the size d ft separated region Increaaed as a consequenice of a larger
corner angle. According to Wtcox, a poasbl explanation of the discrepancy could be the assumption of Reynolds stress tensor to be
aligned with the mean rate Of stain Tensor. This assumption becomes patcea usinbeIf the mean flo streamtins have
large curvature as 1sn a supersonic compresslon corner.

The Interaction restltingi from an obilue shock reflection has been treated by Baldwin and MacCormack (1974) with the explicit
predkctor-corrector method. Since for a hypersonlc flow, In the region df reattachmeut the viscous ariblayer becom an order of
magnitude thtinner than in the boumdary-layer upstream df the InteractIon, a special treatment was adopted to avoid prohlbitf
compualon times required by a mesh tIne enough to resolve the viscous sub-layer This treatrmert Is based on an iterative solution
of the steay state boundary-layer epproxinlation near the wall. Two turbulence modals ware tested: the Cebeci-mith algebiraic model
sad the SallnenWlcox (1974) transport equation model. Agreemert with experimnt was only tWt

Incident shock-rellecton was treated by Horstnia at al. (1975) by using the MacComeck expici scheme along with the
Cebed-Smllhtsmbulence model Incorporating modifications to account for non eqlulibtium eftects (see Section 4.2.3).

Ramp low caloiton -er performed by Shang and Hankey, (197) by useng the MacConnsck explicit scheme along with the
Cebec-Smith turbullence model. Due to the Incapacity od this baselne equibtdum model to repreaert correctly strongly out of
equxiAt procease. the athors Introduced an hiatory efec by meanis at the relaxation fornua givn In Section 4.2.3. As shlwn in
Fig. 4.6, application of the relaxation concept lad to a considerable Inprovser of ft prediction In The case Of an Interaction at a
corner at M0 - 2.M The relaxationt distance Ai was in Uac chosen such tha calculation agree with experiniet Thus t math Interel
df what can be considered as a sitanercci eiqperknent was to establish clearly the necessity to introduce history eecsIn the
calculation od shock-wave/boundarylyer Interactions. Further applications were made to compute shock reflection in supersonic flow
(Shang at W.. 1976).

The esame relexation turblence model wee applied by Hung an MacConnack (1977) to compute supereontic and hypersonic
Interacting flowa. In these calcultion, the Cebecl-mith turblence model was used with the rexation equation of Stang end
Heurey. A comparleso with experiment Is gOven In Pig 4.9 whc shows the streemwise evolution df the wait presstre mid hat-
traeeer coeficlrts. The computed cms Is a compression corner flow at M0 - 86 which was experimentally st"ie by Nole
(1972).

The two trbulence models Mhw baseline equibrium model and the relaxatio mode) gOn reasonably good agreement In surtace
end heat transfer in the Interactiont region., althouh the peek heat transfer at reattachmnent Is un~derpredicted. Also the Computation
leads to a shum decrease I heet-transfer in the separation region (sea Fig 4.9b) wtherees the maat-a heat-tfrasfer ee
cortinuously from the Interaction onset end reecha plateau value In the soerated region. As we know such a rise In heat-transle
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Fig. 4.9 Navler-Stokes Calculation of 2-D
Hypersonic Turbulent Ramp flow (Hung and

- - .. . MacCormack, 1977)
....-I- V I
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at separation Is typical of turbulent hypersonic shock-wave/boundary-ayer Interactions (see Section 3.2.7 above). It is dear that the
present turbulence nodels lead to an unphysical decrease In the eddy-viscosity level In the vicinity of the separation point. This
behavior is certainly attributable to the Inadequacy of the Van Driest damping factor In a region where the wall shear-stress
vanishes.

Baldwin and MacCornack (1976) performed the calculation of a shock reflection at hypersonic Mach number (M0 = 8.47) by using
an algebraic turbulence model Incorporating a modification of the Van Driest damping function avoiding anomalous behavior at a
separation point. Agreement with experiment was fair.

The behavior of several turbulence models in a transonic Interaction ( M0 = 1.39) and a hypersonic Interaction ( M0 = 6.86) was
examined by Viegas and Coakley (1977). The calculations were made with the explicit MacCormack method and the following
turbulence models were considered: the baseline Cebeci-Smith model, the Shang-Hankey relaxation model and the Glushko-Rubesin
one-transport equation model. It was found that none of these models worked satisfactorily In the hypersonic Interaction.

Horstman t al. (1977) performed a critical study of four turbulence models applied to the calculation of a compression corner
flow at M0 = 2.85. These models were the baseline Cebeci-Smith model and variants of this model including history effect plus the
Glushko-Rubesn one-transport equation model. The Navier-Stokes equations were solved by using the MacCormack hybrid scheme.

A rather thorough examination of turbulence models In shock-separated boundary-layer Interaction flow was carried out by
Viegas and Horstman (1978). The four following turbulence models were considered:

I The Cebeci-Smith equiibrium algebraic model.

II - The Glushko-Rubesn one-equation model.

iII - The Jones-Launder two-equation model.

iv -The Wilcox-Rubesin two equation model.

2L. owN .
0 1 -l , ,

.2 0 2 4-2 0 2 4 -2 0 2 4 -2 0 2 ,

Fig. 4.10 Navler-Stokes Calculation of 2-0 Turbulent Fig. 4.11 Navler-Stokes Calculation of 2-D
Ramp Flow. Small Separation. Comparison Turbulent Ramp Flow. Large Separation.
of Different Turbulence Models (Viegas Comparison of Different Turbulence Models

and Horstman, 1978) (Viegas and Horstman. 1976)

The results given by these models were compared to transonic and supersonic shock-wave/boundarylayer Interactions. Here we
wit only consider the supersonIc corner flow applications in which the upstream Mach number was equal to 2.8 and the Reynolds
number R f dose to 1.5 xt0

5
. The surface pressure and skin-frIction distributions for en" = 20' and o = 24' are represented in Figs.

4.10 and 4.11. Examination of these results leeds to the following conclusions:

I - The computations employing the algebraic model predict the qualitative features of the two flowflelds reasonably well. The
overall pressure rise Is predicted we but the locations of the Initial pressure rise are not. Also, the computations do not predict a
pressure plateau. Considering the skin-fridction resul, computations predict the separation point well but do not predict the
reattachment Iccations and largely underpredict the skinfrictlon downstream of reattachment.

0 - The computations employing the one-equation model show no Improvement In predicting the pressure distributions. However, the
predicted locations of reattachment and downstream skin-friction levels are In better agreement with experiment than they are with
the algebraic model.

I - The computations employing two-equation models give almost identical results except for the magnitude of the skin-friction In
the separated region. These conputtions show the best overall agreement with the eyper"mental pressure distributions. Pressure
plateau Is predicted for both cases, although the level of the computed plateau Is substantially higher than the expemental one,
especially in the case of the most separated flow. The predicted skin-friction resuts show that the forward extent of separation is
overprdicted for both flows and the downstream skin-friction lvels are overpredicted for the W - 20

° 
case.

The computations performed by Vlegas and Horatman demonstrate that the two-equation models are superior for predicting
surface pressure distrUiutons and that no model predicts the correct skin-friction distributions although the one- and two-equation
modsIs are slightly better than the agebraic model.
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Figures 4.12 and 4.13 sio a comparison of computed end measured velocity profflas for the sm expeimntal conditions. Th
algebraic model predictions show general disagreement with eooeune and the one-equation model leads to subatantlal Imwiovemat
downstream o0 reattachmet The two-equation moda predict too tug" a retarded Sow In the separated region and *nr duped
proes persist tr downstream in general disagreement with xpar nt This Indicates hat both two-eqtion models lava to augs
a mneY sies downsem a Wrog kterction region. Benay t a. (1987) anved at elmir conduslons In traonnc shock-
weve/botndary-isyer Iteractios.

4i. 0

Q5 0 Q5 0 0 0 0 a.s I v

Fig. 4.12 Navier-Stokes Calculation of 2-D Fig. 4.13 Navler-Stokes Calculation of 2-D
Turbulent Ramp Flow. Small Separation. Turbulent Ramp Flow. Large Separation.
Comparison of Different Turbulence Models Comparison of Different Turbulence Models

(Wegas and Horstman, 1978) (Visgas and Horstman, 1978)
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Fig. 4.1
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Navler-Stokes Calculation of 2-D Fig. 4.15 Navler-Stokes Calculation of 2-D
Turbulent Ramp Flow. Baldwin ad Lomax Turbulent Ramp Flow. Comparison of
Turiulence Model (Baldwin and Lomax, Algebraic Turbulence Models 0isbal and
1978) KnIght, 1984)

Incident shock reflections ad compression comer flows were computed by Baldwin and Lomax (1978) by solving the thin-layer
approximation of the Navler-Stokes equations In this paper, the authors Introduced the now very poputar algebraic model which has
been presented In Section 4.2.3.2 above. Figure 4.14 shows a comparison between calcution and experiment in the case of a
compression comer flow at M 0 - 2.85. One notes that wilh the Baldwin-Lomax model the caculted region of reversed flow is too
large aid that the compluted wall pressure distribution shows an unreallstic decrease af the pressure rise at separation. The result
obtained by Hlorstmn St al. (1977) with their baseline algebraic model is also plotted In FIg. 4.14.

Visbal ad Knight (1984) performed Navier-Stokes calculations by considering three varte o the Baldwin4omnax buence
model. These models are evaluated by means o detaled comMrison with experimental results for comprasOn ramp flows at M0 - 2.9
and different ramp angles. The governing equations are solved by the Inplict Beam-Warming rgoIthm. Results relstpre to the ramp
angle -( - 2(r e shown In Fig. 4.15 (the relaxation model is that of Shang and Hankey inked to the Baldwn-Lan model). As a
general rule. al th ttrulence models tested fal to predict the rapid recovery of the boundarylayer downstream of reatlachnert
This Is due to the Incapacity of these models to simunlate the ampltlcatlion of the turbulence fluctuations across a shock-
wave/boundary-layer Interaction. In fact this conduslon hokls for all the existing turbulence models, even those employing transport
equations.

CompressIon comer lows at M0 - 2.85 were computed by Deese and Agarwall (1985) by using the Bakldwl-omex turbulence
model and the modlcettons to this model proposed by Visbal and Knight (1984). The govrning equations were solved by a Runge-
Kutts time stepping scheme.

Ong aid KnIght (1986) made a comparative sudy of the hybrid MacConnack ad Inplict Bean-Warming etgonithme for a
supersonc compression corner flow. In this numerical sudy, turbulence was computed by the Badwin-Lomax model along with the
Shang-lankey relaxation formula.

Numerical slorlation of several shock-separated bounary4ayer Interaction. incuding comprealon corner flows aNd Incident.
reflecting stocks, have been pedormed by Peters a al. (1986). The thin-layer approximation of the Navtr-Stokes euatlons was used.
The BWdwin-Lom agbrac model and the Jones-Launder two-equation model have been consIdered. The governing equations were
solved by a numerical procedure based on a fline volume, time-Satpping scheme.

To conclude with two-dimensional calculations, we sla now present recent calculations pelone by Horsm (1987) for
hypersoic Interactions occu"Ing at a hollow cylinder-flare Junction. compression cornel and i the Impingemet region 01 an
IncIdent Shock (see FIg. 4.16). The Navler-Stokes plus turbulence transport equations were with the MaConneck explicit-
Implicit. second order predictor-corector, *t voluie method (MacConck, 1982). The following turience models w a
considered:

I - The Cebec-Smlf algebraic model. j

.0
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I- The Baldwln-Lna algetixaic modl.

* - Thle oompresUile version of the original Jones-Launder (k. e) model.

It - Three modifoican to the Jones-Laundar model alimed et representing Compresltty, effecta on turbulence. These
mod ifications are briefly presented here, tIr* Justificationr can be found intoamn paper.

- Modifications A (MOD A): the term £C1 dw 1 ~ In teC-transport equation (Eq. 4.18a) Is replaced by.

Lr,~c~.I4 r7 where C-4.5

- Modification 8 MtOD 8): this second modificationi models the additional terms Which appear In the turbulent kinetic energy
eqtuation after mases averaging. These new terms are:

NEVVTERMS'= - 'i
drilZi Ox

After suitable assurrptions, the following 'nodelizatione are adopted to represent the new terms:

The followsing values were used for t new constants:

Complutations. were systemetically made varyig 
0iui end C~from I) to 0.5. The values chosen Wae the best agreement with the

experimental results.

The new terms mtipl~tied by C, ()are also addad to the £-transport equation (With C = 0.3).

- The third modification C (MOD C) Is an attempt to apply a correction for density fluctuations to the mass-averaged turbulent
stess terms In the Navier-Stolces equations. The turbulent stresses are given by:

The asscumption is made that the Reynolds Stress - 'a is the Reynolds stress predicted by the model equations. By making
suitable assumptions anid neglecting third order correlations an espression for the mass-averaged stress as function of the Reynolds
stress can be derived:

C___________ tlC=I

It Is to be noticed that the new tenns to be added to the (k. 41 equationsass well s the correction factor for 2.,are
proportional to Mach number squared.

,..9.22 100,

M.01.33i .. .1272 I

-50 5 5 -50 5 50 s...

,,~,~**Fig. 4.17 Navier-Stokes Calculation of 2-D
Hypersonic Turbulent Ramp Flow.

Fig. 4.16 Experimental Hypersonic Teat Flows Comparison of Turbulence Models
Considered by Horstman (1987) (Horstman, 1981)

Results obtained with thege models for a compression corner of angle c< - 341 at M0 - 9.22 are presented in Figs. 4.17a and b.
Considerfn the pressure distributions (fg. 4.17a). the restlts show that the Celseci-Smith model gives the best agreement with
experiment. The [Lal model predicts too small separation and the other models too large separation. ADt the modificationa to thel Z1ft
modal Incrase the sie of the separated zone. No model predicts correctly the heat-transfer disltbution (see Fig. 4.17). In
perticular, thes two-equatilon models al overpredict the maximum heat-tranafer near reettachment while the algebraic models
catdefpredklt the rnetdn hat-transfer.

The rauta resltv to an Incident shock gift a primary deflectIon of 151 is M0 - 11.33 are shown In Figs. 4.18la and b. The
surface pressure compisons with experirm show that each model gives a different separation length. However in this case
modlktcitons 8 and C of t (k, I ) model lead to a beter agreement With exrtement tihan te other irlodels, end the Cebacld-Snnith
reeults wre now one of the worst. The hat-transfer conparlsone led to concfusions s~iiar to thoee relativ to wedge ressults.
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Fig. 4.18 Navler-Stokes Calculation of 2-D Fig. 4.19 Navier-Stokes Calculation of 2-D
Hyprsoic urblen Shck eflctin.Hypersonic Turbulent Ramp Flow.

Coprson Turbulen hce Meflin Prediction of Peak Heat-Transfer.
C4omrisn fTubuene7od) Comparison of Turbulence Models

(Horanun. 98?)(Horstrnen, 1987)

As we know, one of the moat Imiportat features of hypersonic sbok-wve/boundaryiayer Interaction Is the peak heat-transler
near reattaliert This qluantity Is represented I Fig. 4.19a end b for the compression wedge flow and the hollow cylinder-flare
flow. In general, the (k e ) model and its modifications all predict a variation with -e~ of the peak heat-transfer too low for attached
flow (smal W~ e nd too large for separated flow hilgh -e ). The algebraic models do a better job In predicting the trends with
Increashig<.

Thflvensiakl Flows. There exists, a relatively large numnber of applications of the Navler-Stolres approach to predict trbulert
shock-wave/boundary-layer Interaction hItwedmaeo flows.

The flow produced by a Sharp fin has been computed by Hung anid macCornecit (1978) who used the hybrid MacCormack scheme
to solve the governing equations. Eddy- viscosity was computed by the three-dimnrsional extension of the Escudier modl. Calculations
were eected for MO - 5.9 and two values of the wedg angle: W~ - 6' end .c = 12*. No example of results will be presented here the
overall computed flowfleld being simiar to that obtalied i lamninar flow.

The flame problem was treated by Horatman arid Hung (1979) with the ame turbulence modal. Comparisons were made with
orpriniards performed at MO - 3 by Osir at al. (1976).

The shar p fin configuratiorn has also been considered by Knight (198S) who Used the BaldWinloIa eddy-viboty Modal. A
Spacial hybrid #pIcit-inpfickt numeical algorithm Incorporating the explicit method of MscCormfck arid the Inmplicit bOx-schenUe Of
KAlle is employed to solve the govamning equatwn Calculations were executed for anl upatresril Mach numnber dlose to 3. Fair
agreemeut with -prmr was observed.

The same numerical method was used by Gaitonde and Knight (1968) to compute a Sharp fin configuration at MO = 3 arid fin~
anigle e~ - Or. The Beldwhin-Lornx modal was used but with a modiie form of the Van Driest damping factor allowing the
representation ofbleed eflsct

In this application also, fair agreemnt with experinient was observed.

p..,-.c,.,.'.WUTE af- b. o WurREsm"INs
PLAM of $VM&IflR

Flq 4D everStoesCllclaoriofMut inFig. 4.21 Nve-tksCluainof ButFin

P~g.420 Nilr-StkesCalulaton f ~Turbuent Flow. Partiale Path I the Plane
Turbulent Flow. Surface Pressure of Symmetry 0"i eard Iordrds 19W)

lAtrbiOne KMun arid Kodf 1983)

The cas of a Ired fIn wstrated by Hunag anid Kordusa (1963). The governig equatione were salved by using a links volumes
version of the Inigiicit-wsplcit metd of MacCormacit Sheew-maas was ompiled by the BaldwAinew modamfed to scontd
for thw pesence of the generator wel (es the modal of Hung arid MacConiuti preser.e in Section 4.2.&S). Cornparlsons of the
rwAs. wi the urperbietal defs of 0oig and Sogdondi (198) are ~ Ion hift 4.20 end 4.21. Strafos preseres, along the flat
PWa anid along thre Ant suifeace amsho Iign t con be Iarred from these cornpurboine liW the scalle of the Iteraction hiriudhn its
Woen 1it1, i an the hIconia flow and Res height res"r to tie hIcwasi6 boundar-lye tickneesamu probably predicted
qute wall ahtasg no foledf e evielde to verfy, Such a conwialioon The predcte prtlale pedie rel~s Fsrer
~ete i Ie oPlame d syrneny as eftAs i FIg. 4.21 to Ofihate tie ree1 11t of tie low deed witin tiehoese

vortr. A secondary flow fOrteso at Mierni btwe the bist I and the plate. The epat on region forme by tie aosso

vortex: Is open and the vorlar sirsani. aroundt the WWs *Ls

AlbI
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Similair results concerning the same blunt fin at same flow conditions are reported by Hungs and Buning (1985).

The caae of a sweptback blunt fin (see sketch In Fig. 4.22) wes treated by McMaster and Shang (198fi).The BaldwinE.-Lames
turbulence model Is used and the governing equations are solved by the explicit MacCormack method. Calculations were performed at
Mg - 2.98 for several values of the swepibaci angle A. The sin-friction tine pattera computed tor A = 30*. 45-, Sir end W6 are
shown in Figs. 4.23a to d. For values of A smaller than 68' a distinctive separation line Is visible ahead of the fin. The distance of
this line to the obstacle decreases when A increaes,~ the separation line becomring inexistent for A 66W. These results show that
sweptback of thet fin reduces the upstream Influence of the flowfisid and simultaneously Weakens the horseshoe vortex which forms
ahead ot the fin when seperation occurs. The calculation reproduces faithfully the real low features, There is also a good
quantitative agreement between computed and measured pressure distributions on the lAte supporting the fin.

Calculations of confilgurations In which a three-dimensional shock-wave separates a Iwo-dimensional turbulent bounrdary-layer
were perfoirmed by Kums" at al. (1980). The hybrid MacCormack scheme was employed along with a turbulence model similar to thie
Cebeci-Smith algebraic modal.

A

Fig. 4.23 Navier-Stokes Calculation ot Swept Back
Fig. 4.22 The Swept Back Blunt Fin Case Treated by Blunt Fin Turbulent Flow. Skin-Friction

McMaster and Shang (11988) Une Pattemns (McMaster and Shang, ta98a)

tM101 SHCS o

Rersntto of- Flwil.Itreto. est otu o h

Fig 4.4 To Wdge Intrsetio. ShemticFig. 4.26 Navier-Stokes Calculation of Two Wedge
Repesetatonof iow lad.Intersection. DSity-av Contour orth

0 as Entire 1iel (Shang at ., 1979)

mainIlesm o Oftkindof ow w sd metwny rpreente In Fig. 4.2 Nahich sos Caltohculationee of Two Wed edgs

te tWopl points and entEded asocksa reudting from interference Of the two wedge shocks. The calculatont Is State In ftwr at
the corner origin and transition Is kIroduced via an empirical modal. In the turbulent part of the flow, a three dirnensionel
adaptation of the Cetrec-Smith tsbulncep model is used. The basic numerical method Is the explicit NacComeck scheme.
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The shock-wave structure of the entire flowfield represented by density contours Is shown In Fig. 4.25. One notes the
Intersecting wedge shock-waves aid the me o triple points foned by further Itersection of the embedded shock waves. Secondary
features, such as the slip surfaces we also observable In some of these density contours. As the fow progresses downstream,
undergoing transition from laminar to turbejent the shock-wave system readjusts itelf to accommodate the distinctive change hi
length scale. Two shock-wave structure and the associated dip surfaces am represented in Fig. 426 for lminar and turbulent
conditions Good agreement is observed between the computed and experimntal values in the location of shock-waves, triple points
and slip surfaces. The calction shows the reduction In the size of the embedded lambda shock systems as the Interacton length
scale decreases from laminar to tubulent flow.

To conclude this Section, we will mention the calculations of Sheng and MacCormack (1983) of the flow am a biconic
configuration with an afterbody compression ramp. The Badwln-Lomax model was used to compute shear-street This work was in
fact a comparative study of the MacCormack explicit and Implicit numerical schemes.

5 - CONCLUSION

Shock Intersections and shock-wave/boundary-layer Interactions play an impoftant role in hypersonic flows where they can be at
the origin of large local heat transfer and loss of control effectiveness resulting from separation at control surfacas.

Shock intersections lead to various wave patterns according to the relative directions and strengths of the two meeting shocks.
Six types of shock Interference pattem are thus recognized. Among these six types, types III and IV may remit in the most damaging
consequences for the vehicle. These two types of Interference patterns occur when a weak oblique shock Inerect a strong nearly
normal shock. Then. Intense shear-layers or jes are created which, when striking the vehicle, give rise to very high heat-transfer
rates, well in excess of those alatng at a nose stagnation point orakx a leading edge.

The scaling laws as well as the flowf lad physics of two-dimensional shock-wave/boundary-layer iteractions are now wel
established due to the abundance of experimental results relative to this case. Thus, the existing correlation laws can be suicient
for estimating peak heat transfer at reattaclmen or for predicting incipient shock-induced separation. Nevertheless. detaled and
reliable information on the mean-velocy field and turbulence properties in hypersonic interactions is extremely scarce. Such an
information is urgently needed to help in turbutence modeling and to validate theoretical models

As concerns three-dimensional interactions, the situation is stil far from being so satisfactory. The structure of these fows
can be extremely complex and is difficult to understand. In particular, N the surface flow properties are generally wll established
from surface pressure measurements and oil flow patterns, the outer field organization is most often purely conjectural because of the
complete lack of field measurements at high Mach numbers.

Due to spectacular progress in computational fluid dynamics, shock Interference and shock-wave/boundary-layer interaction can
now be computed by solving the Navier-Stokes equations. Very encouraging results are obtaned both for 2-0 and 3-0 flows.
However, in the turbulent case, the problem of modeling the turbulent terms in the time averaged Navier-Stokes equations is far
from being satisfactorly solved. Most of the present hypersonic applications use models which are simple extension to compressifle
flows of models developed for sncompresalba or weakly compressible flows. In fact, compressibility effects introduce in the averaged
equations new correlation terms involving density fluctuations which can no longer be Ignored in hypersonic applicatons. Modeling of
these tern, when It is done, it still very crude due to the nearly complete tack of experimental data. In this fild too, the is place
for future Irvestlgatiorn
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